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#### Abstract

We investigate on-line prediction of individual sequences. Given a class of predictors, the goal is to predict as well as the best predictor in the class, where the loss is measured by the self information (logarithmic) loss function. The excess loss (regret) is closely related to the redundancy of the associated lossless universal code. Using Shtarkov's theorem and tools from empirical process theory, we prove a general upper bound on the best possible (minimax) regret. The bound depends on certain metric properties of the class of predictors. We apply the bound to both parametric and nonparametric classes of predictors. Finally, we point out a suboptimal behavior of the popular Bayesian weighted average algorithm.
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## 1 Introduction

Assume that elements of an arbitrary sequence $y_{1}, \ldots, y_{n}$ are revealed one by one, where the elements $y_{t}$ belong to some set $\mathcal{Y}$, which, in the simplest case, is assumed to be finite. At each time $t=1, \ldots, n$, before revealing an element $y_{t}$, we are asked to assign a probability mass function $p_{t}$ on $\mathcal{Y}$ and then observe $y_{t}$ incurring the logarithmic $\operatorname{loss}-\ln p_{t}\left(y_{t}\right)$. Our total loss at the end is the sum of the losses suffered at each round. As we know the prefix $y_{1}, \ldots, y_{t-1}$ before choosing each probability assignment $p_{t}$, we may view each $p_{t}$ as the conditional $p\left(\cdot \mid y_{1}, \ldots, y_{t-1}\right)$ of some joint distribution $p$ that we choose before the game begins. We call $p$ a prediction strategy. Any strategy for playing this game is equivalent to a probability distribution on $\mathcal{Y}^{n}$.

Our goal is to predict (almost) as well as the best strategy in a given "reference" set of strategies. We will call "experts" the strategies in the reference set. In other words, we intend to accumulate a loss not much larger than that of the best expert, regardless of what the sequence $y_{1}, \ldots, y_{n}$ might be.

In this paper we investigate the minimum excess loss, with respect to the total loss of the best expert, achievable on any sequence. This quantity, known as minimax regret (under logarithmic loss), will turn out to depend on certain metric properties of the class $\mathcal{F}$ of experts.

It is well-known, via arithmetic coding (Rissanen, [12]), that every sequential prediction strategy may be converted into a sequential lossless source code. Conversely, every uniquely decodable code over $\mathcal{Y}^{n}$ defines a probability distribution. Thus, the prediction problem under logarithmic loss is formally equivalent to the problem of sequential universal coding in data compression. In this context, the subject of our study is the smallest achievable worstcase redundancy of a sequential lossless code, with respect to a general class of reference codes. The study of the worst-case regret was pioneered by Shtarkov [15], and later studied from various points of view by De Santis et al. [14], Vovk [17, 18], Haussler and Barron [8], Weinberger, Merhav and Feder [19], Yamanishi [20], Rissanen [13], Haussler, Kivinen, and Warmuth [9], and others. Merhav and Feder summarize the relevant history in their recent survey [10].

The notion of minimax regret has natural applications in gambling and portfolio selection. This connection was explored by Cover [3], Feder [6], Cover and Ordentlich [4], Barron and Xie [2], and others.

Definitions. Let $\mathcal{Y}$ be a measurable set equipped with a $\sigma$-algebra $\mathcal{A}$ and $\sigma$-finite measure $\mu$. Let $n$ be any fixed positive integer denoting the length of the sequence or, equivalently, the number of game rounds. Let $\left\langle\mathcal{Y}^{n}, \mathcal{A}, \nu\right\rangle$ denote the probability space obtained as the $n$-fold product of $\langle\mathcal{Y}, \mathcal{A}, \mu\rangle$. Throughout the paper, all densities on $\mathcal{Y}$ and $\mathcal{Y}^{n}$ are understood with respect to the measures $\mu$ and $\nu$, respectively. Moreover, all integrals are computed over the set $\mathcal{Y}^{n}$ unless explicitly specified. (If $\mathcal{Y}$ is a countable set, then $\mu$ is usually the counting measure, and all densities are understood as probabilities.)

For any integer $t \geq 0$, we use $y^{t}$ to denote a sequence of $t$ elements from $\mathcal{Y}$ (where $y^{0}$ is the empty sequence). In this context, a prediction strategy is a density $p$ on $\mathcal{Y}^{n}$. Upon observing the prefix $y^{t-1}$, the strategy $p$ uses the conditional density $p\left(\cdot \mid y^{t-1}\right)$ as a
probability assignment for the next element $y_{t}$ of the sequence.
Fix a class $\mathcal{F}$ of "reference" strategies, called here experts. The worst-case regret of a strategy $p$ (with respect to the class $\mathcal{F}$ ) is defined by

$$
R_{n}(p, \mathcal{F})=\sup _{y^{n} \in \mathcal{Y}^{n}}\left(\sum_{t=1}^{n} \ln \frac{1}{p\left(y_{t} \mid y^{t-1}\right)}-\inf _{f \in \mathcal{F}} \sum_{t=1}^{n} \ln \frac{1}{f\left(y_{t} \mid y^{t-1}\right)}\right)
$$

or, equivalently, in terms of the joint densities

$$
R_{n}(p, \mathcal{F})=\sup _{y^{n}} \ln \frac{\sup _{\mathcal{F}} f\left(y^{n}\right)}{p\left(y^{n}\right)}
$$

In other words, $R_{n}(p, \mathcal{F})$ is the worst-case difference between the log-likelihood of $y^{n}$ under the density $p$ and the log-likelihood of $y^{n}$ under its maximum likelihood estimator (MLE) in the class $\mathcal{F}$. The smallest worst-case regret achievable by any predictor is the minimax regret

$$
R_{n}(\mathcal{F})=\inf _{p} \sup _{y^{n}} \ln \frac{\sup _{\mathcal{F}} f\left(y^{n}\right)}{p\left(y^{n}\right)}
$$

where the infimum is taken over all densities $p$ on $\mathcal{Y}^{n}$.
The main contribution of this paper is a general upper bound on the minimax regret $R_{n}(\mathcal{F})$ in terms of some metric structure of the expert class $\mathcal{F}$. In previous works, Rissanen [13] obtained general upper bounds for parametric classes, which was generalized considerably by Yamanishi [21]. Opper and Haussler [11] were the first to prove upper bounds for nonparametric classes. However, their bounds are restricted to classes of static experts, that is, experts which correspond to product distributions. Our main result, Theorem 3 below, extends both results: (1) in the parametric case we are able to significantly weaken Rissanen's conditions, and to obtain nonasymptotical bounds; (2) our results extend those of Opper and Haussler to classes of arbitrary, not just static, experts.

The rest of the paper is organized as follows: In Section 2 we review Shtarkov's optimal prediction strategy $p^{*}$, whose regret $R_{n}\left(p^{*}, \mathcal{F}\right)$ is always equal to the minimax regret $R_{n}(\mathcal{F})$. In Section 3 we establish our main result: a general upper bound on the minimax regret for any class of experts. In Section 4 we apply our upper bound in concrete situations, which could not be handled by any of the previous methods. Finally, in Section 5 we point out that for certain classes of experts, prediction strategies based on mixture of experts may have a regret which is significantly larger than that of Shtarkov's optimal predictor.

## 2 Shtarkov's theorem, mixture strategies

Shtarkov proved the remarkable fact that the density corresponding to the normalized MLE achieves the minimax regret for any class of experts.

Proposition 1 (Shtarkov, [15].) For any class $\mathcal{F}$ of experts, the density (normalized MLE)

$$
p^{*}\left(y^{n}\right)=\frac{\sup _{\mathcal{F}} f\left(y^{n}\right)}{\int \sup _{\mathcal{F}} f\left(x^{n}\right) d \nu\left(x^{n}\right)}
$$

is a minimax strategy, that is,

$$
R_{n}\left(p^{*}, \mathcal{F}\right)=R_{n}(\mathcal{F})
$$

Moreover, $p^{*}$ is an equalizer. That is, for all $y^{n} \in \mathcal{Y}^{n}$

$$
\begin{equation*}
\ln \frac{\sup _{\mathcal{F}} f\left(y^{n}\right)}{p^{*}\left(y^{n}\right)}=\int \sup _{\mathcal{F}} f\left(x^{n}\right) d \nu\left(x^{n}\right)=R_{n}(\mathcal{F}) . \tag{1}
\end{equation*}
$$

Note that the equalizer property (1) implies that the minimax regret may be expressed as

$$
\begin{equation*}
R_{n}(\mathcal{F})=\int\left(\sup _{\mathcal{F}} \ln \frac{f\left(y^{n}\right)}{p^{*}\left(y^{n}\right)}\right) p^{*}\left(y^{n}\right) d \nu\left(y^{n}\right) . \tag{2}
\end{equation*}
$$

The above expression is at the basis of the proof of the main result of this paper, see Theorem 3 below.

Even though by Shtarkov's theorem we may explicitly compute the minimax optimal predictor, its practical use is limited by the hardness of computing each conditional $p^{*}\left(y \mid y^{t}\right)$. The most common way to define more easily computable prediction strategies is to consider mixture strategies of the form

$$
p\left(y^{n}\right)=\int_{\Theta} f_{\theta}\left(y^{n}\right) d w(\theta)
$$

where $\Theta$ is a set of parameters by which the experts are parametrized: $\mathcal{F}=\left\{f_{\theta}: \theta \in \Theta\right\}$, and $w$ is a probability measure over $\Theta$. For an exhaustive survey of related results, we again refer to [10].

A simple example of a mixture strategy is when $\mathcal{F}$ is a finite class and $w$ is the uniform distribution over $\mathcal{F}$. In this case, the conditionals of the mixture strategy take the simple form

$$
\begin{equation*}
p\left(y \mid y^{t-1}\right)=\frac{\sum_{f \in \mathcal{F}} f\left(y \mid y^{t-1}\right) f\left(y^{t-1}\right)}{\sum_{g \in \mathcal{F}} g\left(y^{t-1}\right)} . \tag{3}
\end{equation*}
$$

This is just the weighted average (WA) algorithm of De Santis et al. [14], see also [8, 9, 18, 20].
Besides being computationally easier to handle than $p^{*}$, mixture strategies are (in general) universal, that is, their conditionals can be computed without knowing the sequence length $n$ in advance. On the other hand, there are simple finite classes $\mathcal{F}$ on which mixture strategies perform very poorly compared to the optimal predictor. We will discuss this further in Section 5.

We close this section by recalling the simple and elegant analysis of the regret of the WA strategy. This result will be used in Section 3.

Proposition 2 (De Santis et al., [14]) For the WA strategy $p$ and for any finite class $\mathcal{F}$ of experts,

$$
R_{n}(p, \mathcal{F}) \leq \ln |\mathcal{F}|
$$

Proof. Let $W_{1}=|\mathcal{F}|$, and $W_{t}=\sum_{f \in \mathcal{F}} f\left(y^{t-1}\right), t \geq 2$. Then, on the one hand,

$$
\ln \frac{W_{n+1}}{W_{1}}=\ln \left(\sum_{f \in \mathcal{F}} f\left(y^{n}\right)\right)-\ln |\mathcal{F}| \geq \ln \max _{f \in \mathcal{F}} f\left(y^{n}\right)-\ln |\mathcal{F}|
$$

and the other hand,

$$
\begin{aligned}
\ln \frac{W_{n+1}}{W_{1}} & =\sum_{t=1}^{n} \ln \frac{W_{t+1}}{W_{t}}=\sum_{t=1}^{n} \ln \frac{\sum_{f \in \mathcal{F}} f\left(y^{t}\right)}{\sum_{f \in \mathcal{F}} f\left(y^{t-1}\right)} \\
& =\sum_{t=1}^{n} \ln p\left(y_{t} \mid y^{t-1}\right)=\ln p\left(y^{n}\right)
\end{aligned}
$$

Thus, we obtain

$$
R_{n}(p, \mathcal{F}) \leq \sup _{y^{n}} \ln \frac{\max _{f \in \mathcal{F}} f\left(y^{n}\right)}{p\left(y^{n}\right)} \leq \ln |\mathcal{F}|
$$

## 3 Main result

We start with some definitions. The diameter of a totally bounded metric space $(S, \rho)$ is

$$
\sup _{x, y \in S} \rho(x, y)
$$

Let $T \subseteq S$. Then for any $\varepsilon>0$, the $\varepsilon$-covering number $N_{\rho}(T, \varepsilon)$ of $T$ is the cardinality of the smallest subset $T^{\prime} \subseteq S$ such that

$$
(\forall x \in T)\left(\exists x^{\prime} \in T^{\prime}\right) \quad \rho\left(x, x^{\prime}\right) \leq \varepsilon
$$

To any class $\mathcal{F}$ of experts, we associate the metric $d$ defined by

$$
\begin{equation*}
d(f, g)=\sqrt{\sum_{t=1}^{n} \sup _{y^{t}}\left(\ln f\left(y_{t} \mid y^{t-1}\right)-\ln g\left(y_{t} \mid y^{t-1}\right)\right)^{2}} \tag{4}
\end{equation*}
$$

We use $N(\mathcal{F}, \varepsilon)$ to denote the $\varepsilon$-covering number of $\mathcal{F}$ under the metric $d$.
Theorem 3 For any class $\mathcal{F}$ of experts,

$$
R_{n}(\mathcal{F}) \leq \inf _{\varepsilon>0}\left(\ln N(\mathcal{F}, \varepsilon)+24 \int_{0}^{\varepsilon} \sqrt{\ln N(\mathcal{F}, \delta)} d \delta\right)
$$

Remark I. The main Theorem in Opper and Haussler [11] has a similar form. In particular, they showed that if every expert $f$ in the class $\mathcal{F}$ has the special form $f\left(y_{t} \mid y^{t-1}\right)=f^{\prime}\left(y_{t}\right)$ (i.e., every expert $f$ corresponds to the product of $n$ identical distributions $f^{\prime}$ on $\mathcal{Y}$ - we call such experts static), then for some constant $K$,

$$
\begin{equation*}
R_{n}(\mathcal{F}) \leq \inf _{\varepsilon>0}\left(\ln N_{\rho}(\mathcal{F}, \varepsilon)+K \int_{0}^{\varepsilon} \sqrt{\ln N_{\rho}(\mathcal{F}, \delta)} d \delta+n \varepsilon^{2}\right) \tag{5}
\end{equation*}
$$

where $\rho$ is a metric on $\mathcal{F}$. With Theorem 3 above, we show that in the upper bound (5) the term $n \varepsilon^{2}$ is unnecessary. We also show that the metric $\rho$ can be replaced by another metric $d$, defined in (4), which satisfies $N_{d}(\mathcal{F}, \delta) \leq N_{\rho}(\mathcal{F}, \delta)$ for any $\delta>0$ and any class $\mathcal{F}$
of static experts. (Note that the relative weakness of the bound (5) did not prevent Opper and Haussler from obtaining upper bounds of the right order in their applications.) Most importantly, however, we extend the result of [11] to classes of arbitrary, not just product experts. Our proof of Theorem 3 shows some similarities with that of Opper and Haussler, in that we also use techniques from empirical process theory. Nevertheless, their proof does not seem to be extendable to handle the general case treated here.

Remark II. Theorem 3 requires that the expert class be finitely coverable in the metric $d$. This in turn requires that all conditional densities be bounded away from zero. It is unclear whether such a condition is necessary. For certain special expert classes, such as the class of all product distributions, such boundedness conditions are not needed, see [2, 7]. Nevertheless, we do not know how to avoid this condition in the general case.

In order to prove the theorem, first we recall some well-known notions from empirical process theory. A family

$$
\left\{T_{f}: f \in \mathcal{F}\right\}
$$

of zero mean random variables (indexed by a metric space $(\mathcal{F}, \rho)$ ) is called subgaussian in the metric $\rho$ whenever

$$
\mathbf{E}\left[e^{\lambda\left(T_{f}-T_{g}\right)}\right] \leq e^{\lambda^{2} \rho(f, g)^{2} / 2}
$$

holds for any $f, g \in \mathcal{F}$ and $\lambda>0$. We also assume that the family is sample continuous, that is, for any sequence $f_{1}, f_{2}, \ldots \in \mathcal{F}$ converging to some $f \in \mathcal{F}$, we have $T_{f_{n}}-T_{f} \rightarrow 0$ almost surely.

The main tool used in our proofs is the following result of empirical process theory, stating that the expected supremum over a subgaussian family is governed by geometrical properties of the family in an appropriate metric. The result is a simple version of Dudley's classical metric entropy bound (see, e.g., [16]), whose proof is given in the Appendix for completeness. Note that we ignore measurability issues here, by implicitly assuming the measurability for all suprema.

Proposition 4 If $\left\{T_{f}: f \in \mathcal{F}\right\}$ is subgaussian and sample continuous in the metric $\rho$, then

$$
\mathbf{E}\left[\sup _{\mathcal{F}} T_{f}\right] \leq 12 \int_{0}^{D / 2} \sqrt{\ln N_{\rho}(\mathcal{F}, \varepsilon)} d \varepsilon
$$

where $D$ is the diameter of $\mathcal{F}$.
We use Proposition 4 to obtain a first (weak) bound on $R_{n}(\mathcal{F})$ based on a direct analysis of Sharkov's strategy $p^{*}$. This will be later used as a tool to prove the stronger bound of Theorem 3, which is based on the analysis of a variant of $p^{*}$.

Lemma 5 For any class $\mathcal{F}$ of experts,

$$
R_{n}(\mathcal{F}) \leq 24 \int_{0}^{D / 2} \sqrt{\ln N(\mathcal{F}, \varepsilon)} d \varepsilon
$$

where $D$ is the diameter of $\mathcal{F}$.

Proof. Using (2), we write

$$
\begin{aligned}
R_{n}(\mathcal{F})= & \int\left(\sup _{\mathcal{F}} \ln \frac{f\left(y^{n}\right)}{p^{*}\left(y^{n}\right)}\right) p^{*}\left(y^{n}\right) d \nu\left(y^{n}\right) \\
= & \mathbf{E}\left[\sup _{\mathcal{F}} \ln \frac{f\left(Y^{n}\right)}{p^{*}\left(Y^{n}\right)}\right] \\
& \left(\text { where } Y^{n}=\left(Y_{1}, \ldots, Y_{n}\right)\right. \text { is a vector of random } \\
& \left.\quad \text { variables distributed according to } p^{*}\right) \\
= & \mathbf{E}\left[\sup _{\mathcal{F}} \sum_{t=1}^{n} \ln \frac{f\left(Y_{t} \mid Y^{t-1}\right)}{p^{*}\left(Y_{t} \mid Y^{t-1}\right)}\right] \\
\leq & \mathbf{E}\left[\sup _{\mathcal{F}} \sum_{t=1}^{n}\left(\ln \frac{f\left(Y_{t} \mid Y^{t-1}\right)}{p^{*}\left(Y_{t} \mid Y^{t-1}\right)}-\mathbf{E}\left[\left.\ln \frac{f\left(Y_{t} \mid Y^{t-1}\right)}{p^{*}\left(Y_{t} \mid Y^{t-1}\right)} \right\rvert\, Y^{t-1}\right]\right)\right]
\end{aligned}
$$

where the last step follows from the nonnegativity of the Kullback-Leibler divergence of the conditional densities (see, e.g., [5]):

$$
\begin{equation*}
\mathbf{E}\left[\ln \frac{p^{*}\left(Y_{t} \mid Y^{t-1}=y^{t-1}\right)}{f\left(Y_{t} \mid Y^{t-1}=y^{t-1}\right)}\right] \geq 0 \tag{6}
\end{equation*}
$$

Now, for each $f \in \mathcal{F}$ let

$$
T_{f}\left(y^{n}\right)=\frac{1}{2} \sum_{t=1}^{n}\left(\ln \frac{f\left(y_{t} \mid y^{t-1}\right)}{p^{*}\left(y_{t} \mid y^{t-1}\right)}-\mathbf{E}\left[\left.\ln \frac{f\left(Y_{t} \mid Y^{t-1}\right)}{p^{*}\left(Y_{t} \mid Y^{t-1}\right)} \right\rvert\, Y^{t-1}\right]\right)
$$

so that we have $R_{n}(\mathcal{F}) \leq 2 \mathbf{E}\left[\sup _{\mathcal{F}} T_{f}\right]$.
To apply Proposition 4, we need to show that $\left\{T_{f}: f \in \mathcal{F}\right\}$ is indeed a subgaussian family under the metric $d$. (Sample continuity of the process is obvious.) To this end, note that for any $f, g \in \mathcal{F}$,

$$
T_{f}\left(y^{n}\right)-T_{g}\left(y^{n}\right)=\sum_{t=1}^{n} Z_{t}\left(y^{t}\right)
$$

where

$$
Z_{t}\left(y^{t}\right)=\frac{1}{2}\left(\ln \frac{f\left(y_{t} \mid y^{t-1}\right)}{g\left(y_{t} \mid y^{t-1}\right)}-\mathbf{E}\left[\ln \frac{f\left(Y_{t} \mid Y^{t-1}=y^{t-1}\right)}{g\left(Y_{t} \mid Y^{t-1}=y^{t-1}\right)}\right]\right)
$$

Now it is easy to see that $T_{f}-T_{g}=T_{f}\left(y^{n}\right)-T_{g}\left(y^{n}\right)$ is a sum of bounded martingale differences, that is, each term $Z_{t}$ has zero conditional mean and range bounded by $2 d_{t}(f, g)$. Then the Hoeffding-Azuma inequality [1] implies that, for all $\lambda>0$,

$$
\mathbf{E}\left[e^{\lambda\left(T_{f}-T_{g}\right)}\right] \leq \exp \left(\frac{\lambda^{2}}{2} d(f, g)^{2}\right)
$$

Thus, the family $\left\{T_{f}: f \in \mathcal{F}\right\}$ is indeed subgaussian. Hence, recalling that $R_{n}(\mathcal{F}) \leq$ $2 \mathbf{E}\left[\sup _{\mathcal{F}} T_{f}\right]$ and applying Proposition 4 we obtain the statement of the lemma.

Lemma 5 provides a sharp bound on the regret of $p^{*}$ if the diameter $D$ of $\mathcal{F}$ is very small. However, inequality (6) becomes very loose for experts $f$ far away from $p^{*}$. To avoid
such situations, we prove our general bound by analyzing the following prediction strategy (different from $p^{*}$ ): $\mathcal{F}$ is partitioned into small subclasses and the minimax predictor is calculated for each subclass (in which Lemma 5 may be applied). Finally, these predictors are combined using the WA algorithm.

Proof of Theorem 3. Fix an arbitrary $\varepsilon>0$ and let $\mathcal{G}$ be an $\varepsilon$-covering of $\mathcal{F}$ of minimum size $N=N(\mathcal{F}, \varepsilon)$. Let $\mathcal{F}_{1}, \ldots, \mathcal{F}_{N}$ be the cells of the Voronoi tessellation of $\mathcal{F}$, under the metric $d$, having the elements of $\mathcal{G}$ as cell centers (remember that $\mathcal{F}$ and $\mathcal{G}$ live in the same metric space, but $\mathcal{G}$ does not have to be a subset of $\mathcal{F}$ ). Then $\mathcal{F}_{1}, \ldots, \mathcal{F}_{N}$ is a partition of $\mathcal{F}$. For each $i=1, \ldots, N$, let $g^{(i)}$ be Shtarkov's optimal predictor for $\mathcal{F}_{i}$,

$$
g^{(i)}\left(y^{n}\right)=\frac{\sup _{\mathcal{F}_{i}} f\left(y^{n}\right)}{\int \sup _{\mathcal{F}_{i}} f\left(x^{n}\right) d \nu\left(x^{n}\right)} .
$$

Now let the predictor $p_{\varepsilon}$ be the WA algorithm defined in (3) run over the set of "experts" $g^{(1)}, \ldots, g^{(N)}$. Clearly, $R_{n}(\mathcal{F}) \leq \inf _{\varepsilon>0} R_{n}\left(p_{\varepsilon}, \mathcal{F}\right)$. So all we have to do is to bound the regret of $p_{\varepsilon}$.

To this end, fix any $y^{n} \in \mathcal{Y}^{n}$ and let $k=k\left(y^{n}\right)$ be such that

$$
\ln \sup _{\mathcal{F}} f\left(y^{n}\right)=\ln \sup _{\mathcal{F}_{k}} f\left(y^{n}\right) .
$$

Then,

$$
\begin{equation*}
\ln \frac{\sup _{\mathcal{F}} f\left(y^{n}\right)}{p_{\varepsilon}\left(y^{n}\right)}=\ln \frac{g^{(k)}\left(y^{n}\right)}{p_{\varepsilon}\left(y^{n}\right)}+\ln \frac{\sup _{\mathcal{F}_{k}} f\left(y^{n}\right)}{g^{(k)}\left(y^{n}\right)} \tag{7}
\end{equation*}
$$

As $k=k\left(y^{n}\right)$ ranges in $\{1, \ldots, N\}$, by Proposition 2 we get

$$
\begin{equation*}
\sup _{y^{n}} \ln \frac{g^{(k)}\left(y^{n}\right)}{p_{\varepsilon}\left(y^{n}\right)} \leq \ln N \tag{8}
\end{equation*}
$$

Furthermore

$$
\begin{equation*}
\sup _{y^{n}} \ln \frac{\sup _{\mathcal{F}_{k}} f\left(y^{n}\right)}{g^{(k)}\left(y^{n}\right)} \leq \max _{1 \leq i \leq N} \sup _{y^{n}} \ln \frac{\sup _{\mathcal{F}_{i}} f\left(y^{n}\right)}{g^{(i)}\left(y^{n}\right)}=\max _{1 \leq i \leq N} R_{n}\left(\mathcal{F}_{i}\right) \tag{9}
\end{equation*}
$$

Hence, combining (7), (8), and (9) we get

$$
\begin{equation*}
R_{n}\left(p_{\varepsilon}, \mathcal{F}\right) \leq \ln N+\max _{1 \leq i \leq N} R_{n}\left(\mathcal{F}_{i}\right) \tag{10}
\end{equation*}
$$

Now note that the diameter of each element of the partition $\mathcal{F}_{1}, \ldots, \mathcal{F}_{N}$ is at most $2 \varepsilon$. Hence, applying Lemma 5 to each $\mathcal{F}_{i}$ in (10) we find that

$$
\begin{aligned}
R_{n}\left(p_{\varepsilon}, \mathcal{F}\right) & \leq \ln N+\max _{1 \leq i \leq N} 24 \int_{0}^{\varepsilon} \sqrt{\ln N\left(\mathcal{F}_{i}, \delta\right)} d \delta \\
& \leq \ln N(\mathcal{F}, \varepsilon)+24 \int_{0}^{\varepsilon} \sqrt{\ln N(\mathcal{F}, \delta)} d \delta
\end{aligned}
$$

concluding the proof.

Remark III. Similarly to an analogous derivation in [11], Theorem 3 could be also proven by direct manipulation of the minimax regret in the form

$$
\ln \int \sup _{\mathcal{F}} f\left(y^{n}\right) d \nu\left(y^{n}\right)
$$

This is done by partitioning $\mathcal{F}$ as in the proof of Theorem 3 and then replacing the derivation of the bound (10) with the following:

$$
\begin{aligned}
R_{n}(\mathcal{F}) & =\ln \int \sup _{\mathcal{F}} f\left(y^{n}\right) d \nu\left(y^{n}\right) \\
& \leq \ln \int\left(\sum_{i=1}^{N} \sup _{\mathcal{F}_{i}} f\left(y^{n}\right)\right) d \nu\left(y^{n}\right) \\
& \leq \ln N+\max _{1 \leq i \leq N} \ln \int \sup _{\mathcal{F}_{i}} f\left(y^{n}\right) d \nu\left(y^{n}\right) \\
& =\ln N+\max _{1 \leq i \leq N} \ln R_{n}\left(\mathcal{F}_{i}\right)
\end{aligned}
$$

Though a bit more concise, this proof ignores the algorithmical meaning of the right-hand side of (10).

Remark IV. It is interesting to note that, while strategies like $p_{\varepsilon}$ can have a regret close to the optimal value $R_{n}(\mathcal{F}), p^{*}$ is the unique strategy with regret equal to $R_{n}(\mathcal{F})$, and this is precisely due to the fact that $p^{*}$ is an equalizer. To show this, pick any $\mathcal{F}$ and assume there exists $p^{\prime}$ such that $p^{\prime} \neq p^{*}$ and yet $R_{n}\left(p^{\prime}, \mathcal{F}\right)=R_{n}\left(p^{*}, \mathcal{F}\right)=R_{n}(\mathcal{F})$. As $p$ is normalized, $p^{\prime} \neq p^{*}$ implies that $p\left(y^{n}\right)<p^{*}\left(y^{n}\right)$ for some $y^{n}$. Hence, $\sup _{\mathcal{F}} f\left(y^{n}\right) / p^{\prime}\left(y^{n}\right)>$ $\sup _{\mathcal{F}} f\left(y^{n}\right) / p^{*}\left(y^{n}\right)$ for this $y^{n}$. But (2) implies that $\sup _{\mathcal{F}} f\left(y^{n}\right) / p^{*}\left(y^{n}\right)=R_{n}(\mathcal{F})$ for any $y^{n}$. Hence $\sup _{\mathcal{F}} f\left(y^{n}\right) / p^{\prime}\left(y^{n}\right)>R_{n}(\mathcal{F})$ contradicting the assumption $R_{n}\left(p^{\prime}, \mathcal{F}\right)=R_{n}(\mathcal{F})$.

## 4 Applications

In this Section we illustrate some natural applications of our upper bounds that, to the best of our knowledge, could not be obtained with previous techniques.

### 4.1 Parametric classes

As a first example, consider classes $\mathcal{F}$ such that there exist positive constants $k$ and $c$ such that for all $\varepsilon>0$,

$$
\begin{equation*}
\ln N(\mathcal{F}, \varepsilon) \leq k \ln \frac{c \sqrt{n}}{\varepsilon} \tag{11}
\end{equation*}
$$

This is the case for most "parametric" classes, that is, classes which can be parametrized by a bounded subset of $\mathcal{R}^{k}$ in some "smooth" way. Asymptotic expressions for $R_{n}(\mathcal{F})$ were established by Rissanen [13] for such classes under certain general conditions. In particular, Rissanen showed under his conditions that $R_{n}(\mathcal{F}) \approx(k / 2) \ln n$. However, these conditions are difficult to check in some situations, and they are asymptotic in nature. Theorem 3 allows us to derive a simple nonasymptotic bound under the sole metric condition (11).

Corollary 6 Assume that the covering numbers of the class $\mathcal{F}$ satisfy (11). Then for each $n$ so large that

$$
c \sqrt{n} \geq 48 \sqrt{2} \sqrt{\ln (c \sqrt{n}) / k}
$$

we have

$$
R_{n}(\mathcal{F}) \leq \frac{k}{2} \ln n+\frac{k}{2} \ln \frac{\ln (c \sqrt{n})}{k}+k \ln c+6 k
$$

Proof. Substituting (11) in the upper bound of Theorem 3, the first term of the expression is bounded by $\frac{k}{2} \ln n+k \ln c-k \ln \varepsilon$. Then the second term may be bounded as follows:

$$
\begin{aligned}
24 \int_{0}^{\varepsilon} \sqrt{\ln N(\mathcal{F}, \delta)} d \delta \leq & 48 c \sqrt{k n} \int_{a_{n}}^{\infty} x^{2} e^{-x^{2}} d x \\
& (\text { by substituting } x=\sqrt{\ln (c \sqrt{n} / \delta)} \\
& \left.\quad \text { and writing } a_{n}=\sqrt{\ln (c \sqrt{n} / \varepsilon)}\right) \\
= & 48 c \sqrt{k n}\left[\frac{a_{n}}{2 c \sqrt{n} / \varepsilon}+\frac{1}{2} \int_{a_{n}}^{\infty} e^{-x^{2}} d x\right]
\end{aligned}
$$

(by integrating by parts)

$$
\leq 48 c \sqrt{k n}\left[\frac{a_{n}}{2 c \sqrt{n} / \varepsilon}+\frac{1}{2 a_{n} c \sqrt{n} / \varepsilon}\right]
$$

(by using the gaussian tail estimate

$$
\begin{aligned}
& \left.\int_{t}^{\infty} e^{-x^{2}} d x \leq e^{-t^{2}} /(2 t)\right) \\
\leq & 48 \sqrt{k} a_{n} \varepsilon \quad(\text { whenever } e \varepsilon \leq c \sqrt{n}) \\
\leq & 48 \sqrt{2} \varepsilon \sqrt{k \ln (c \sqrt{n})} \quad(\text { whenever } \varepsilon \geq 1 /(c \sqrt{n}))
\end{aligned}
$$

The obtained upper bound is minimized for

$$
\varepsilon=\frac{1}{48 \sqrt{2}} \sqrt{\frac{k}{\ln (c \sqrt{n})}},
$$

which yields the desired result.

Remark V. The main term ( $k / 2$ ) $\ln n$ is known to be the best possible for most $k$ dimensional parametric families such as the family of all i.i.d. measures over a finite alphabet $\mathcal{Y}$ of $k+1$ elements [15], or, if $k=2^{m}$, for the family of all $m$-th order stationary Markov measures over a binary alphabet [19]. The lower-order term in the Corollary above is however not the best possible in some cases, when much sharper estimates are available (see, e.g., Barron and Xie [2], Freund [7]). In fact, typical specific upper bounds have the form $(k / 2) \ln n+O(1)$. We do not know if, in the generality treated here, the second $O(k \ln \ln n)$ term is necessary. Also, Corollary 6 may only be used if all conditional densities are bounded away from zero. Such condition is not necessary in the parametric examples mentioned above. On the other hand, the general condition under which the Corollary holds makes it useful in situations where all previously known techniques fail. This is illustrated in the next simple example.

Example: fading-memory predictors. Let $\mathcal{Y}=\{0,1\}$, and consider the one-parameter class $\mathcal{F}$ of distributions on $\{0,1\}^{n}$ containing all experts $f^{(a)}$ with $a \in[0,1]$, where each $f^{(a)}$ is defined by its conditionals as: $f_{1}^{(a)}(1)=1 / 2, f_{2}^{(a)}\left(1 \mid y_{1}\right)=y_{1}$, and

$$
f_{t}^{(a)}\left(1 \mid y^{t-1}\right)=\frac{1}{t-1} \sum_{i=1}^{t-1} y_{i}\left(1+\frac{a(2 i-t)}{t-2}\right)
$$

for all $y^{t-1} \in\{0,1\}^{t-1}$ and for all $t>2$. In other words, each expert predicts according to a weighted average of the past outcomes with linearly decaying weights as we go back in the past. The parameter $a$ determines the slope of the decay. Unfortunately, Theorem 3 cannot handle this class because the values of $f_{t}^{(a)}\left(1 \mid y^{t-1}\right)$ and $f_{t}^{(a)}\left(0 \mid y^{t-1}\right)$ may be arbitrarily close to zero, and therefore the covering numbers of this class with respect to the metric $d$ are infinite. To avoid this difficulty, we slightly modify the experts by considering the class $\mathcal{G}$ of all experts $g$ of the form

$$
g_{t}^{(a)}\left(1 \mid y^{t-1}\right)=\tau\left(f_{t}^{(a)}\left(1 \mid y^{t-1}\right)\right)
$$

where

$$
\tau(x)= \begin{cases}x & \text { if } x \in[\delta, 1-\delta] \\ \delta & \text { if } x<\delta \\ 1-\delta & \text { if } x>1-\delta\end{cases}
$$

for some fixed $0<\delta<1 / 2$. Now clearly, for all $t \geq 1$, and $a, b \in[0,1]$,

$$
\begin{aligned}
d_{t}\left(g^{(a)}, g^{(b)}\right) & =\max _{y^{t-1} \in\{0,1\}^{t-1}}\left|\ln g_{t}^{(a)}\left(1 \mid y^{t-1}\right)-\ln g_{t}^{(b)}\left(1 \mid y^{t-1}\right)\right| \\
& \leq \frac{1}{\delta} \max _{y^{t-1} \in\{0,1\}^{t-1}}\left|g_{t}^{(a)}\left(1 \mid y^{t-1}\right)-g_{t}^{(b)}\left(1 \mid y^{t-1}\right)\right| \\
& \leq \frac{1}{\delta} \max _{y^{t-1} \in\{0,1\}^{t-1}}\left|f_{t}^{(a)}\left(1 \mid y^{t-1}\right)-f_{t}^{(b)}\left(1 \mid y^{t-1}\right)\right| \\
& =\frac{1}{\delta} \max _{y^{t-1} \in\{0,1\}^{t-1}}\left|\frac{1}{t-1} \sum_{i=1}^{t-1} y_{i} \frac{(a-b)(2 i-t)}{t-2}\right| \\
& =\frac{1}{\delta} \max _{y^{t-1} \in\{0,1\}^{t-1}}\left|(a-b) \frac{1}{t-1} \sum_{i=1}^{t-1} y_{i} \frac{(2 i-t)}{t-2}\right| \\
& \leq \frac{1}{\delta} \max _{y^{t-1} \in\{0,1\}^{t-1}}|a-b|\left|\frac{1}{t-1} \sum_{i=1}^{t-1} y_{i}\right| \\
& \leq \frac{|a-b|}{\delta} .
\end{aligned}
$$

Therefore, we immediately see that for all $\varepsilon>0$,

$$
\ln N(\mathcal{G}, \varepsilon) \leq \ln \frac{\sqrt{n}}{\varepsilon \delta}
$$

so Corollary 6 yields

$$
R_{n}(\mathcal{G}) \leq \frac{1}{2} \ln n+\frac{1}{2} \ln \ln \frac{\sqrt{n}}{\delta}+\ln \frac{1}{\delta}+6 .
$$

Note that this class cannot be handled by Rissanen's asymptotic expansion, which requires that the MLE in the class satisfy a uniform central limit theorem condition. In fact, the experts in $\mathcal{G}$ are nonstationary, and reach far back in the past, so proving a central limit theorem for the MLE of $a$ would be extremely difficult (let alone a uniform one!), even if we had known what the MLE was.

### 4.2 Nonparametric classes

Next, we illustrate on two examples how Theorem 3 can be applied for very large, nonparametric classes. The first example shows that nontrivial bounds may be obtained even for utterly huge classes of predictors.

Example: Lipschitz-Markov predictors. Assume, for simplicity, that the alphabet is $\mathcal{Y}=[0,1]$. Let $\mathcal{C}$ be a class of densities (with respect to the Lebesgue measure) on $[0,1]$ such that its covering number $N_{\rho}(\mathcal{C}, \varepsilon)$ with respect to the metric

$$
\rho\left(p, p^{\prime}\right)=\sup _{x \in[0,1]}\left|\ln p(x)-\ln p^{\prime}(x)\right|
$$

satisfies $\ln N_{\rho}(\mathcal{C}, \varepsilon) \leq c \varepsilon^{-a}$ for some $a, c>0$. (An example of a nonparametric class of densities satisfying this condition is the class of all Lipschitz densities which are uniformly bounded away from zero, a class also considered in [11].)

Now consider the class $\mathcal{F}$ of all $k$-th order Markov measures on $[0,1]^{n}$ such that for all $t \leq n$ and

$$
y_{t-k}^{t-1}=\left(y_{t-k}, \ldots, y_{t-1}\right) \in[0,1]^{k},
$$

the conditional densities satisfy $f_{t}\left(\cdot \mid y_{t-k}^{t-1}\right) \in \mathcal{C}$, and moreover, for all $t \leq n$ and $y_{t-k}^{t-1}, z_{t-k}^{t-1} \in$ $[0,1]^{k}$,

$$
\sup _{x \in[0,1]}\left|\ln f_{t}\left(x \mid y_{t-k}^{t-1}\right)-\ln f_{t}\left(x \mid z_{t-k}^{t-1}\right)\right| \leq \max _{t-k \leq s \leq t-1}\left|y_{s}-z_{s}\right|
$$

The last condition requires that a small change in the past does not cause a drastic change in the $\log$ of the conditional density. Notice that all these are quite natural smoothness assumptions, and the resulting class of experts is very large.

To use Theorem 3 it suffices to observe that $N_{\mathcal{F}}(\varepsilon)$ may easily be bounded by

$$
N_{\mathcal{F}}(\varepsilon) \leq\left[N_{\mathcal{C}}(\varepsilon / 2)\right]^{\left(c_{1} \sqrt{n} / \varepsilon\right)^{k}},
$$

where $c_{1}$ is a positive constant. Now it is a matter of routine calculation to obtain the bound

$$
R_{n}(\mathcal{F})=O\left(n^{\frac{a+k}{2+a+k}}\right)
$$

Example: Monotone predictors. Let $\mathcal{Y}=\{0,1\}$ be a binary alphabet, and consider the class $\mathcal{F}$ of all experts $f=\prod_{t} f_{t}$ such that $f\left(1 \mid y^{t-1}\right)=f_{t}(1) \in[\delta, 1-\delta]$, where $\delta \in(0,1 / 2)$ is some fixed constant, and for each $t=2,3, \ldots, n, f_{t}(1) \geq f_{t-1}(1)$. In other words, $\mathcal{F}$ contains all static experts (i.e., experts which predict independently of the past data) which assign a probability to the outcome " 1 " in a monotonically increasing manner. This class is
again "nonparametric", but here the richness of the class is not due to the richness of the conditional densities, but rather to the nonstationarity of the experts in $\mathcal{F}$. To estimate the covering number of $\mathcal{F}$, consider the finite subclass $\mathcal{G}$ of $\mathcal{F}$ containing only those monotone experts $g=\Pi_{t} g_{t}$ which take values of the form $g_{t}(1)=\delta+(i / k)(1-2 \delta), i=0, \ldots, k$, where $k$ is a positive integer to be specified later. It is easy to see that $|\mathcal{G}|=\binom{n+k}{k} \leq(2 n)^{k}$ if $k \leq n$, and $|\mathcal{G}| \leq 2^{k}$ otherwise. On the other hand, for any $f \in \mathcal{F}$, if $g$ is the expert in $\mathcal{G}$ which is closest to $f$, then for each $t \leq n$,

$$
\begin{aligned}
\max _{y \in\{0,1\}}\left|\ln f_{t}(y)-\ln g_{t}(y)\right| & \leq \frac{1}{\delta} \max _{y \in\{0,1\}}\left|f_{t}(y)-g_{t}(y)\right| \\
& =\frac{1}{\delta}\left|f_{t}(1)-g_{t}(1)\right| \\
& \leq \frac{1}{\delta k} .
\end{aligned}
$$

Thus, $d(f, g) \leq \sqrt{n} /(\delta k)$, where the metric $d$ is defined in (4). By taking $k=\sqrt{n} /(\delta \epsilon)$, it follows that the covering number of $\mathcal{F}$ is bounded as

$$
N(\mathcal{F}, \varepsilon) \leq \begin{cases}(2 n)^{\sqrt{n} /(\delta \varepsilon)} & \text { if } \epsilon \geq \frac{1}{\delta \sqrt{n}} \\ 2^{\sqrt{n} /(\delta \varepsilon)} & \text { otherwise }\end{cases}
$$

Substituting this bound into Theorem 3, it is a matter of straightforward calculation to obtain

$$
R_{n}(\mathcal{F})=O\left(n^{1 / 3} \delta^{-2 / 3} \ln ^{2 / 3} n\right)
$$

Note that the radius optimizing the bound of Theorem 3 is about $\epsilon \approx n^{1 / 6} \delta^{-1 / 3} \ln ^{1 / 3} n$.

## 5 Suboptimality of mixture predictors

As we have pointed it out in the introduction, instead of the minimax predictor given by Proposition 1, often mixture predictors are used. In some cases, the worst-case regret of mixture predictors, in particular, the WA predictor (3), is very close to the optimal value $R_{n}(\mathcal{F})$, see $[2,7,9]$. The purpose of this section is to point out that this is not necessarily so. In fact, even for very simple classes of static experts, the ratio of the minimax regret of the WA algorithm and that of the optimal algorithm can be arbitrarily large. Note that this does not contradict Theorem 3, where the WA algorithm was run on a special set of predictors derived from $\mathcal{F}$, instead of being run directly on the expert class $\mathcal{F}$, as prescribed by (3).

Theorem 7 For every $n>1$ there exists a class $\mathcal{F}_{n}$ of two static experts such that, if $p$ denotes the predictor defined in (3), then

$$
\frac{R_{n}\left(p, \mathcal{F}_{n}\right)}{R_{n}\left(\mathcal{F}_{n}\right)} \geq c \sqrt{n}
$$

where $c$ is a universal constant.

Proof. Let $\mathcal{F}_{n}$ contain the two experts $f, g$ defined over the binary alphabet $\mathcal{Y}=\{0,1\}$ by

$$
f\left(1 \mid y^{t-1}\right)=\frac{1}{2} \quad \text { and } \quad g\left(1 \mid y^{t-1}\right)=\frac{1}{2}+\frac{1}{2 n}
$$

for all $t \leq n$ and $y^{t-1} \in\{0,1\}^{t-1}$. We may easily estimate the minimax regret $R_{n}\left(\mathcal{F}_{n}\right)$ using Lemma 5. The diameter of $\mathcal{F}_{n}$ is easily seen to be

$$
D=d(f, g)=\sqrt{n} \ln \left(1+\frac{1}{n}\right) \leq \frac{1}{\sqrt{n}} .
$$

Also, since $N\left(\mathcal{F}_{n}, \epsilon\right) \leq 2$ for all $\epsilon>0$, Lemma 5 provides the upper bound

$$
\begin{equation*}
R_{n}\left(\mathcal{F}_{n}\right) \leq \frac{12 \sqrt{\ln 2}}{\sqrt{n}} \tag{12}
\end{equation*}
$$

On the other hand, the definition of the WA algorithm in (3) shows that

$$
p\left(y^{n}\right)=\frac{f\left(y^{n}\right)+g\left(y^{n}\right)}{2}
$$

The relative loss of $p$ is

$$
\begin{aligned}
R_{n}\left(p, \mathcal{F}_{n}\right) & =\ln \max _{y^{n}} \frac{\max \left(f\left(y^{n}\right), g\left(y^{n}\right)\right)}{p\left(y^{n}\right)} \\
& =\ln \max _{y^{n}} \frac{2 \max \left(f\left(y^{n}\right), g\left(y^{n}\right)\right)}{f\left(y^{n}\right)+g\left(y^{n}\right)} \\
& \geq \ln \max _{y^{n}} \frac{2 f\left(y^{n}\right)}{f\left(y^{n}\right)+g\left(y^{n}\right)} \\
& =\ln \max _{0 \leq k \leq n} 2 \frac{2^{-n}}{2^{-n}+\left(\frac{1}{2}-\frac{1}{2 n}\right)^{k}\left(\frac{1}{2}+\frac{1}{2 n}\right)^{n-k}} \\
& =\ln \max _{0 \leq k \leq n} \frac{2}{1+\left(1-\frac{1}{n}\right)^{k}\left(1+\frac{1}{n}\right)^{n-k}} \\
& =\ln \frac{2}{1+\left(1-\frac{1}{n}\right)^{n}} \\
& \geq \ln \frac{2}{1+\frac{1}{e}} .
\end{aligned}
$$

Comparing this lower bound with (12), we obtain the statement of the theorem with $c=$ $\ln \left(\frac{2}{1+\frac{1}{e}}\right) / 12 \sqrt{\ln 2} \approx 0.038$.

## Appendix

To prove Proposition 4, we use the following simple lemma, whose elegant proof was shown to one of us by Pascal Massart.

Lemma 8 Let $\sigma>0$, and let $X_{1}, \ldots, X_{N}$ be real-valued random variables such that for all $\lambda>0$ and $1 \leq i \leq N, \mathbf{E}\left[e^{\lambda X_{i}}\right] \leq e^{\lambda^{2} \sigma^{2} / 2}$. Then

$$
\mathbf{E}\left[\max _{i \leq N} X_{i}\right] \leq \sigma \sqrt{2 \ln N}
$$

Proof. By Jensen's inequality, for all $\lambda>0$,

$$
\begin{aligned}
e^{\lambda \mathbf{E}\left[\max _{i \leq N} X_{i}\right]} & =\mathbf{E}\left[e^{\lambda \max _{i \leq N} X_{i}}\right]=\mathbf{E}\left[\max _{i \leq N} e^{\lambda X_{i}}\right] \\
& \leq \sum_{i=1}^{N} \mathbf{E}\left[e^{\lambda X_{i}}\right] \leq N e^{\lambda^{2} \sigma^{2} / 2}
\end{aligned}
$$

Thus,

$$
\mathbf{E}\left[\max _{i \leq N} X_{i}\right] \leq \frac{\ln N}{\lambda}+\frac{\lambda \sigma^{2}}{2}
$$

and taking $\lambda=\sqrt{2 \ln N / \sigma^{2}}$ yields the result.
Proof of Proposition 4. For each $k=0,1,2, \ldots$, let $\mathcal{F}^{(k)}$ be a minimal cover of $\mathcal{F}$ of radius $D 2^{-k}$. Note that $\left|\mathcal{F}^{(k)}\right|=N\left(\mathcal{F}, D 2^{-k}\right)$. Denote the unique element of $\mathcal{F}^{(0)}$ by $f_{0}$.

Let $f^{*} \in \mathcal{F}$ be such that $\sup _{f \in \mathcal{F}} T_{f}=T_{f^{*}}$. (Here we implicitly assume that such an element exists. The modification of the proof for the general case is straightforward.)

For each $k \geq 0$, let $f_{k}^{*}$ denote an element of $\mathcal{F}^{(k)}$ whose distance to $f^{*}$ is minimal. Clearly, $\rho\left(f^{*}, f_{k}^{*}\right) \leq D 2^{-k}$, and therefore, by the triangle inequality, for each $k \geq 1$,

$$
\begin{equation*}
\rho\left(f_{k-1}^{*}, f_{k}^{*}\right) \leq \rho\left(f^{*}, f_{k}^{*}\right)+\rho\left(f^{*}, f_{k-1}^{*}\right) \leq 3 D 2^{-k} \tag{13}
\end{equation*}
$$

Clearly, $\lim _{k \rightarrow \infty} f_{k}^{*}=f^{*}$, and so by the sample continuity of the process,

$$
\sup _{f} T_{f}=T_{f^{*}}=T_{f_{0}}+\sum_{k=1}^{\infty}\left(T_{f_{k}^{*}}-T_{f_{k-1}^{*}}\right)
$$

and therefore

$$
\mathbf{E}\left[\sup _{f} T_{f}\right] \leq \sum_{k=1}^{\infty} \mathbf{E}\left[\max _{f \in \mathcal{F}^{(k)}, g \in \mathcal{F}^{(k-1)}}\left(T_{f}-T_{g}\right)\right]
$$

Since there are at most $N^{2}\left(\mathcal{F}, D 2^{-k}\right)$ pairs $(f, g)$ with $f \in \mathcal{F}^{(k)}$ and $g \in \mathcal{F}^{(k-1)}$, and recalling that $\left\{T_{f}: f \in \mathcal{F}\right\}$ is subgaussian, we can apply Lemma 8 using (13). Thus, for each $k \geq 1$,

$$
\mathbf{E}\left[\max _{f \in \mathcal{F}^{(k)}, g \in \mathcal{F}^{(k-1)}}\left(T_{f}-T_{g}\right)\right] \leq 3 D 2^{-k} \sqrt{2 \ln N\left(\mathcal{F}, D 2^{-k}\right)^{2}}
$$

Summing over $k$, we obtain

$$
\begin{aligned}
\mathbf{E}\left[\sup _{f} T_{f}\right] & \leq \sum_{k=1}^{\infty} 3 D 2^{-k} \sqrt{2 \ln N\left(\mathcal{F}, D 2^{-k}\right)^{2}} \\
& =12 \sum_{k=1}^{\infty} D 2^{-(k+1)} \sqrt{\ln N\left(\mathcal{F}, D 2^{-k}\right)} \\
& \leq 12 \int_{0}^{D / 2} \sqrt{\ln N_{\rho}(\mathcal{F}, \varepsilon)} d \varepsilon
\end{aligned}
$$

as desired.

## References

[1] K. Azuma. Weighted sums of certain dependent random variables. Tohoku Mathematical Journal, 68:357-367, 1967.
[2] A.R. Barron and Q. Xie. Asymptotic minimax loss for data compression, gambling, and prediction. IEEE Transactions on Information Theory. To appear.
[3] T. Cover. Universal portfolios. Mathematical Finance, 1:1-29, 1991.
[4] T.M. Cover and E. Ordentlich. Universal portfolios with side information. IEEE Transactions on Information Theory, 42(2):348-363, 1996.
[5] T.M. Cover and J.A. Thomas. Elements of Information Theory. John Wiley and Sons, 1991.
[6] M. Feder. Gambling using a finite state machine. IEEE Transactions on Information Theory, 37:1459-1465, 1991.
[7] Y. Freund. Predicting a binary sequence almost as well as the optimal biased coin. In Proceedings of the 9th Annual Conference on Computational Learning Theory, pages 89-98. ACM Press, 1996.
[8] D. Haussler and A. Barron. How well does the Bayes method work in on-line predictions of $\{+1,-1\}$ values? In Proceedings of 3rd NEC Symposium, pages 74-100. SIAM, 1993.
[9] D. Haussler, J. Kivinen, and M.K. Warmuth. Sequential prediction of individual sequences under general loss functions. IEEE Transactions on Information Theory, 44:1906-1925, 1998.
[10] N. Merhav and M. Feder. Universal prediction. IEEE Transactions on Information Theory, 44(6):2124-2147, 1998.
[11] M. Opper and D. Haussler. Worst case prediction over sequences under log loss. In The Mathematics of Information Coding, Extraction, and Distribution. Springer Verlag, 1997.
[12] J. Rissanen. Generalized Kraft's inequality and arithmetic coding. IBM Journal of Research and Development, 20:198-203, 1976.
[13] J. Rissanen. Fischer information and stochastic complexity. IEEE Transactions on Information Theory, 42:40-47, 1996.
[14] A. De Santis, G. Markowski, and M.N. Wegman. Learning probabilistic prediction functions. In Proceedings of the 1st Annual Workshop on Computational Learning Theory, pages 312-328. Morgan Kaufmann, 1988.
[15] Y.M. Shtarkov. Universal sequential coding of single messages. Translated from: Problems in Information Transmission, 23(3):3-17, 1987.
[16] M. Talagrand. Majorizing measures: the generic chaining. Annals of Probability, 24:1049-1103, 1996. (Special Invited Paper).
[17] V.G. Vovk. Aggregating strategies. In Proceedings of the 3rd Annual Workshop on Computational Learning Theory, pages 372-383, 1990.
[18] V.G. Vovk. A game of prediction with expert advice. Journal of Computer and System Sciences, 56(2):153-173, 1998.
[19] M.J. Weinberger, N. Merhav, and M. Feder. Optimal sequential probability assignment for individual sequences. IEEE Transactions on Information Theory, 40:384-396, 1994.
[20] K. Yamanishi. A loss bound model for on-line stochastic algorithms. Information and Computation, 119(1):39-54, 1995.
[21] K. Yamanishi. A decision-theoretic extension of stochastic complexity and its application to learning. IEEE Transactions on Information Theory, 44:1424-1440, 1998.


[^0]:    ${ }^{*}$ The work of the second author was also supported by DGES grant PB96-0300.

