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1 Introduction

Consider the stochastic heat equation

@X

@t
(t; x) =

@2X

@x2
(t; x) + �(X(t; x)) _Wt;x + b(X(t; x)); (1.1)

(t; x) 2 [0; T ] � [0; 1], with initial condition X(0; x) = X0(x) and either

Neumann or Dirichlet boundary conditions. The process f _Wt;x; (t; x) 2
[0; T ] � [0; 1]g is a space-time white noise and �; b : R �! R are smooth

functions. The purpose of this paper is to study the Taylor expansion

in " of the density p"t;x(y) of the probability law of the solution of (1.1)

when the coe�cient � is perturbed by a factor " > 0. More precisely, let

fX"(t; x); (t; x) 2 [0; T ]� [0; 1]g be the mild solution of (1.1), that is,

X"(t; x) =

Z 1

0

Gt(x; y)X0(y)dy

+

Z
t

0

Z 1

0

Gt�s(x; y)
n
"�(X"(s; y))W (ds; dy)+ b(X"(s; y)) ds dy

o
;

(1.2)

where Gt(x; y) is the fundamental solution of the heat equation on [0; T ]�
[0; 1] with the above-mentioned boundary conditions. Assuming smoothness

of the coe�cients and strong ellipticity (see assumptions (H1), (H2) in Sec-

tion 2) [Bally and Pardoux (1998)] have proved the existence and smooth-

ness of the density of the solution of (1.2) for �xed (t; x) 2 (0; T ]� (0; 1]; " 2
(0; 1].

Let H denote the reproducing kernel Hilbert space of the Wiener sheet

W = fWt;x; (t; x) 2 [0; T ]� [0; 1]g. For any h 2 H, let f	h

X0
(t; x); (t; x) 2

[0; T ]� [0; 1]g be the solution of the deterministic evolution equation

	h

X0
(t; x) =

Z 1

0

Gt(x; y)X0(y)dy

+

Z
t

0

Z 1

0

Gt�s(x; y)
n
�(	h

X0
(s; y)) _h(s; y) + b(	h

X0
(s; y))

o
ds dy:

In the previous work [M�arquez-Carreras and Sanz-Sol�e (1998b)] we have

proved a Taylor expansion of p"t;x(y), when y = 	0
X0
(t; x). Our purpose

here is to extend this result to any y 2 R.
This problem has been extensively studied for di�usions and is related to the

behaviour at small time of the density. A good list of references is given in
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[Watanabe (1987)] and [Takanobu and Watanabe (1993)]. In this situation,

if y is the initial value of a d-dimensional di�usion, say y = x, the zero

order term of the expansion is, up to constants, "�d. For y 6= x, it is of

the order expf�C="2g"�d. We obtain the same behaviour for our family

fX"(t; x); " 2 (0; 1]g.
The method used to approach the problem is inspired in [L�eandre (1988)],

[Watanabe (1987)] and [Takanobu and Watanabe (1993)]. A basic assump-

tion, formulated as (H3) in Section 3, ensures that, for any y 2 R, there is
a �nite number of elements h1; � � � ; hn0 in H such that 	hi

X0
(t; x) = y; i =

1; � � � ; n0, and khik2H is minimum. This allows to split the problem into two

parts by means of a localization around these minima. This method is devel-

oped in Section 3. Large deviations estimates for the family fX"(t; x); " 2
(0; 1]g, proved in [Sowers (1992)] and [Chenal and Millet (1997)], allow us

to deal with the trajectories for which X"(t; x) and 	hi

X0
(t; x); i= 1; � � � ; n0,

are distant. When they are close, we use Girsanov's theorem and a nor-

malization by " to reduce the problem to the study of a Wiener functional

which is the product of two random variables, one of exponential type and

f(X̂";h(t; x)), where f is smooth and

X̂";h(t; x) :=
X"(t; x)(w+ h

"
)� 	h

X0
(t; x)

"
:

In Section 2 we prove the regularity in " which is needed in Section 3 in order

to obtain the Taylor expansion of f(X̂";h(t; x)). We combine this with the

expansion of the exponential random variable. By means of the integration

by parts formula, in the framework of Malliavin Calculus, well-suited to our

problem (see Propositions 3.8, 3.9) we remove the derivatives of f of order

k � 1. The Taylor expansion is obtained by taking a sequence of smooth

functions f converging to the Dirac �-function �f0g.

In the case of di�usions, the analogue of the derivatives d
j

d"j
X̂";h(t; x) satisfy

linear equations which have an explicit solution. Furthermore one can apply

the martingale representation theorem when necessary. These two ingredi-

ents are essential tools for the proof. In our case, these linear equations do

not have an explicit solution and the stochastic integrals in the equations

do not de�ne martingales. These are the main causes of most the di�culties

that we have encountered.

To solve these problems we compute in Section 3, exponential estimates of

the tail probabilities of the processes involved. Later, in order to obtain an

explicit expansion of the density we carry out a careful study of a localized
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integration by parts formula. As a result of such an explicit calculation one

obtains the Taylor expansion of the density in Theorem 3.11. In particular

we obtain explicit expressions for the constants in the expansion. This allows

us to prove that the terms with odd powers vanish.

For the expansion to hold we assume hypotheses (H1)-(H3) which are natural

to the problem at hand. (H4) is a technical condition. At the end of Section

3, as an example, we give a class of coe�cients that satisfy this condition.

Finally, Section 4 is an appendix which contains technical results.

We refer the reader to [Nualart (1995)] and [Nualart (1998)] for all notions

and notations on Malliavin Calculus used along the paper. As usually we

denote by C any real constant, independently of its values.

2 Preliminary results

This section is devoted to state some properties of the solution of the evo-

lution equation (2.1) which are needed in the forthcoming sections.

We introduce some hypothesis on the coe�cients and the initial condition:

(H1) �; b : R�! R are C1-functions with bounded derivatives of any order

greater than 1, and X0 2 C([0; 1]).

(H2) There exists C > 0 such that inffj�(y)j; y 2 Rg � C.

Set X";h(t; x)(!) = X"(t; x)
�
!+ h

"

�
; " 2 (0; 1]; (t; x) 2 [0; T ]� [0; 1]; h 2 H.

The process fX";h(t; x); (t; x) 2 [0; T ]� [0; 1]g satis�es the equation

X";h(t; x) =

Z 1

0

Gt(x; y)X0(y)dy +

Z
t

0

Z 1

0

Gt�s(x; y)
n
"�(X";h(s; y))

� W (ds; dy) + �(X";h(s; y)) _h(s; y)ds dy+ b(X";h(s; y)) ds dy
o
;

(2.1)

and, by uniqueness of solution, X";0(t; x) = X"(t; x) and X0;h(t; x) =

	h

X0
(t; x), where X0;h(t; x) = lim"#0X

";h(t; x) (see Proposition 2.1).

In the sequel j will denote a positive integer. Let X";h

j
(t; x); j � 1; " 2 [0; 1],
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be the solutions of the following stochastic di�erential equations:

X
";h

1 (t; x) =

Z
t

0

Z 1

0

Gt�s(x; y)
n
�(X";h(s; y))W (ds; dy)+ "�0(X";h(s; y))

� X
";h

1 (s; y)W (ds; dy)+ �0(X";h(s; y))X
";h

1 (s; y) _h(s; y) ds dy

+ b0(X";h(s; y))X
";h

1 (s; y) ds dy
o

(2.2)

and, for j � 2,

X
";h

j
(t; x) = I

";h

j�1(t; x) +

Z
t

0

Z 1

0

Gt�s(x; y)
n
"�0(X";h(s; y))X

";h

j
(s; y)

� W (ds; dy) + �0(X";h(s; y))X
";h

j
(s; y) _h(s; y)ds dy

+ b0(X";h(s; y))X
";h

j
(s; y) ds dy

o
;

(2.3)

where

I
";h

j�1(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y)

(
j�1X
k=1

X
�1+:::+�k=j�1

�1 ;:::;�k�1

dj�1(�1; : : : ; �k)

� �(k)(X";h(s; y))

kY
`=1

X
";h

�`
(s; y)W (ds dy) +

jX
k=2

X
�1+:::+�k=j

�1 ;:::;�k�1

cj(�1; : : : ; �k)

�
"
"�(k)(X";h(s; y))

kY
`=1

X
";h

�`
(s; y)

h
W (ds; dy) +

_h(s; y)

"
ds dy

i

+ b(k)(X";h(s; y))

kY
`=1

X
";h

�`
(s; y) ds dy

#)
;

the coe�cients cj(�1; : : : ; �k) and dj(�1; : : : ; �k) are obtained by induction.

In particular, when j = 2, c2(1; 1) = 1; d1(1) = 2, and for " = 0,

I
0;h
1 (t; x) =

Z
t

0

Z 1

0

Gt�s(x; y)
n
2�0(	h

X0
(s; y))X0;h

1 (s; y)W (ds dy)

+ �00(	h

X0
(s; y)) X0;h

1 (s; y)2 _h(s; y) ds dy

+ b00(	h

X0
(s; y)) X0;h

1 (s; y)2 ds dy
o
:

(2.4)
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We use the conventions X
";h

0 (t; x) = X";h(t; x) and X
0;h
0 (t; x) = 	h

X0
(t; x).

Equation (2.1) has a similar structure than (1.2), with the new term in-

volving h. This novelty does not rise up any technical problem. For this

reason, some results on the paths of X"(t; x) that have been proved in

[M�arquez-Carreras and Sanz-Sol�e (1998b)] can be extended to the solution

of (2.1), using the same arguments.

We now give the precise statements and the reference of the corresponding

results for X"(t; x), from which the proof can be borrowed.

Proposition 2.1 Assume (H1). Fix (t; x) 2 (0; T ]� (0; 1]; h 2 H. Then

there exists a version of fX";h(t; x); " 2 (0; 1)g which is a C1 function with

respect to " and, for any j � 1

dj X";h

d "j
(t; x) = X

";h

j
(t; x):

Furthermore, for any j � 0, p 2 (1;1); "; "0 2 (0; 1),

sup
t;x

E
�
jX";h

j
(t; x)�X

"
0
;h

j
(t; x)jp

�
� C j"� "0jp:

Consequently,

E
n

sup
0�"�1

jX";h

j
(t; x)jp

o
<1 : (2.5)

Moreover,

lim
"#0

X
";h

j
(t; x) = X

0;h
j

(t; x) ; a.s.

See [M�arquez-Carreras and Sanz-Sol�e (1998b)], Proposition 3.1 and Corol-

lary 3.2.

For any " 2 (0; 1] set

X̂";h(t; x) =
X";h(t; x)�	h

X0
(t; x)

"
; (2.6)

S";h(t; x) =
X";h(t; x)�	h

X0
(t; x)� "X

0;h
1 (t; x)

"2
: (2.7)

Notice that

S";h(t; x) =
X̂";h(t; x)�X

0;h
1 (t; x)

"
: (2.8)

The functions X̂";h(t; x) and S";h(t; x) are clearly C1 with respect to " 2
(0; 1). The next Lemma states the relationship between the derivatives
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of the processes X";h(t; x); X̂";h(t; x) and S";h(t; x). For any j � 1 set

X̂
";h

j
(t; x) =

d
j X̂";h(t;x)

d"j
and S

";h

j
(t; x) =

d
j
S
";h(t;x)
d"j

.

As before we use the conventions X̂
";h

0 (t; x) = X̂";h(t; x) and S
";h

0 (t; x) =

S";h(t; x).

Lemma 2.2 Assume (H1). Then, for any j � 0; " 2 (0; 1),

X̂
";h

j
(t; x) =

1

j + 1

�
X

0;h
j+1(t; x) + "

Z 1

0

(1� �j+1) X
"�;h

j+2 (t; x)d�

�
; (2.9)

S
";h

j
(t; x) =

1

(j + 1) (j + 2)
X

0;h
j+2(t; x)+

"

(j + 1)

Z 1

0

(1��j+1) X̂"�;h

j+2 (t; x) d� :

(2.10)

See [M�arquez-Carreras and Sanz-Sol�e (1998b)], Lemma 3.3.

Clearly, (2.5), (2.9) and (2.10) yield, for any j � 0,

X̂
0;h
j

(t; x) : = lim
"#0

X̂
";h

j
(t; x) =

1

j + 1
X

0;h
j+1(t; x) ; (2.11)

S
0;h
j

(t; x) : = lim
"#0

S
";h

j
(t; x) =

1

(j + 1) (j + 2)
X

0;h
j+2(t; x) : (2.12)

By the mean value theorem, one can easily check that the processes

fX̂";h(t; x); (t; x) 2 [0; T ]� [0; 1]g; fS";h(t; x); (t; x) 2 [0; T ]� [0; 1]g given
in (2.6) and (2.7), respectively, satisfy the following equations

X̂";h(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y) �(X
";h(s; y)) W (ds; dy)

+

Z
t

0

Z 1

0

Gt�s(x; y)
n
@ �"(s; y) X̂";h(s; y) _h(s; y)

+ @ b"(s; y) X̂";h(s; y)
o
ds dy ;

(2.13)

S";h(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y) @�
"(s; y) X̂";h(s; y) W (ds; dy)

+

Z
t

0

Z 1

0

Gt�s(x; y)

�
�0(	h

X0
(s; y)) S";h(s; y) _h(s; y)

+ @2�"(s; y) X̂";h(s; y)2 _h(s; y) + b0(	h

X0
(s; y)) S";h(s; y)

+ @2b"(s; y) X̂";h(s; y)2
�
ds dy ;

(2.14)
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with @ �"(s; y) =
R 1
0
�0
�
	h

X0
(s; y) + �(X";h(s; y)�	h

X0
(s; y))

�
d � ,@2�"(s; y)

=
R 1
0
du
R
u

0
dv �00

�
	h

X0
(s; y) + v(X";h(s; y)�	h

X0
(s; y))

�
and a similar de�-

nition for @b"(s; y); @2b"(s; y), respectively. From (2.12), (2.3) and (2.4) we

see that S0;h(t; x) satis�es

S0;h(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y) �
0(	h

X0
(s; y))X

0;h
1 (s; y) W (ds; dy)

+

Z
t

0

Z 1

0

Gt�s(x; y)
n
�0(	h

X0
(s; y))S0;h(s; y) _h(s; y)

+
1

2
�00(	h

X0
(s; y))X

0;h
1 (s; y)2 _h(s; y) + b0(	h

X0
(s; y))S0;h(s; y)

+
1

2
b00(	h

X0
(s; y))X

0;h
1 (s; y)2

o
ds dy : (2.15)

Assume (H1). Then the standard arguments developed, for instance, in

[Bally and Pardoux (1998)] yield that for any �xed (t; x) 2 (0; T ]� (0; 1),

X̂
";h

j
(t; x), S

";h

j
(t; x) belong to D1 , for any j � 0. Moreover, for any

j 2Z+; k 2 N; p 2 (0; 1),

sup
0<"�1

sup
t;x

kX̂";h

j
(t; x)kk;p � C ;

sup
0<"�1

sup
t;x

kS";h
j

(t; x)kk;p � C ; (2.16)

where k�kk;p denotes the norm of the Sobolev space D k;p (see [Nualart (1995)]

Section 1.5 for the de�nitions of D k;p ; k � kk;p and D1) .

If, in addition, (H2) holds, then (see [Millet and Sanz-Sol�e (1996)])

sup
0<"�1

E ( j det ��1
X̂";h(t;x)

jp) < C ; p 2 (1;1) ;

and X0;h
1 (t; x) is a nondegenerate Gaussian random variable, where �

X̂";h(t;x)

denotes the Malliavin matrix of X̂";h(t; x) (see [Nualart (1995)] pg. 81).

3 Taylor expansion of the density

In this section we consider a �xed (t; x) 2 (0; T ]�(0; 1]; y 2 R; y 6= 	0
X0
(t; x)

and we establish a Taylor expansion for the density p"
t;x
(y) of X"(t; x) at y.
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As in [Watanabe (1987)] the proof uses a localization procedure based on

an additional hypothesis (see (H3) below).

Let Ky = fh 2 H : 	h

X0
(t; x) = yg and Kmin

y
the set of those h 2 Ky that

minimize the H-norm. In [Millet and Sanz-Sol�e (1996)] we have proved that

(H1) and (H2) yield Kmin
y

6= ;.
We now introduce an additional condition, as follows:

(H3) The set Kmin
y

is �nite.

Set Kmin
y

= fh1; : : : ; hn0g and a = khik2H; i = 1; : : : ; n0 .

Consider a family f��; � 2 (0; 1]g of C1-functions on R, increasing with

�, such that sup0<��1 k��k1 � 1; ��(x) = 0 if jxj > � and ��(x) = 1 if

jxj � �

2 . Fix � 2 (2;1) and de�ne, for any � 2 (0; 1], " > 0,

��;�("; !) =

n0X
i=1

��

�
kX"(!)�	hi

X0
k�
L�([0;T ]�[0;1])

�
:

Then,

p"t;x(y) = E
�
�fyg(X

"(t; x))
�
= p

";1
t;x
(y) + p

";2
t;x
(y) ; (3.1)

where �fyg denotes the Dirac �-function at y and

p
";1
t;x
(y) = E

n�
1� ��;�("; !)

�
�fyg (X

"(t; x))
o
;

p
";2
t;x
(y) = E

n
��;�("; !) �fyg (X

"(t; x))
o
:

Denote by B�(x; �) the open ball in L�([0; T ]� [0; 1]) centered at x, with

radius �. Under (H2) there exists �0 > 0 such that for any � 2 (0; �0) the

balls B�(	hi

X0
; �); i = 1; : : : ; n0, are pairwise disjoint.

Our �rst purpose is to study p";1
t;x
(y).

Proposition 3.1 Assume (H1)-(H3). For every � 2 (0; �0) there exists a

constant C > 0 such that

p
";1
t;x
(y) = E

n�
1���;�("; !)

�
�fyg(X

"(t; x))
o
= O

�
exp

n
� 1

2"2
(a+C )

o�
;

(3.2)

as " # 0.
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Proof: Let �0 > 0 and set 	 = (1 � ��;�("; !)) ��0(X
"(t; x) � y). The

integration by parts formula of the Malliavin Calculus and the local property

of the Skorohod integral yield

0 � E
n�

1� ��;�("; !)
�
�fyg(X

"(t; x))
o

= E
n
	 �fyg(X

"(t; x))
o

� E
n
1fX"(t;x)>yg H1

�
X"(t; x); 	

�
� 1

fX"2
Tn0
i=1(B

�(	
hi
X0

;
�
2
))cg

T
fjX"(t;x)�yj��0g

o
;

with H1(X
"(t; x);	) = �(	kDX"(t; x)k�2DX"(t; x)), where � denotes the

Skorohod integral (see [Nualart (1998)]).

Let �" denote the Malliavin matrix ofX"(t; x). Lemma 2.4 in [Millet and Sanz-Sol�e (1996)]

implies

k��1" kp � C "�2; p � 1 : (3.3)

Thus, by H�older's inequality and the Lp-bounds for the Skorohod integral,

E
n�

1� ��;�("; !)
�
�fyg

�
X"(t; x)

�o
� T

1=p
1 T

1=q
2

with 1
p
+ 1

q
= 1, and

T1 = P
n
X" 2

n0\
i=1

�
B�(	hi

X0
;
�

2
)
�c
; jX"(t; x)� yj � �0

o
;

T2 = kH1(X
"(t; x); 	)kqq � C k��1" kar kX"(t; x)kb2;s k	kd1;s0 ;

where r; s; s0; a; b, and d are some positive real numbers greater than 1.

The estimate (3.3) together with (3.21) in [M�arquez-Carreras and Sanz-Sol�e (1998b)]

yield T2 � C "�2a, for some a > 0. Consequently, letting p! 1,

lim sup
"#0

"2 logE
�
(1� ��;�("; !)) �fyg(X

"(t; x))
�

� lim sup
"#0

"2 logP
n
X" 2

n0\
i=1

�
B�(	hi

X0
;
�

2
)
�c
; jX"(t; x)� yj � �0

o
:

(3.4)

Let 'i0 2 C([0; T ] � [0; 1]); i = 1; : : : ; n0; ; �
0 > 0 and y 2 R. The set

f' 2 C([0; T ]� [0; 1]) : ' 2
T
n0

i=1 (B
�('i0; ))

c; j'(t; x)� yj � �0g is closed in

the topology of the uniform norm. Therefore, the large deviation principle

9



for the family fX"; " 2 (0; 1]g established in [Chenal and Millet (1997)] (see

also [Sowers (1992)]), shows that the right hand-side of (3.4) is bounded by

� inf
n1
2
khk2H : h 2 H; 	h

X0
2

n0\
i=1

�
B�(	hi

X0
;
�

2
)
�
c

; j	h

X0
(t; x)� yj � �0

o
:

There exists �0 > 0 such that this last quantity is strictly bounded by �a=2.
Indeed, otherwise we could choose �0 = 1=n; hn 2 H satisfying

	h
n

X0
2

n0\
i=1

�
B�(	hi

X0
;
�

2
)
�
c

; j	h
n

X0
(t; x)� yj � 1

n
;

and lim supn khnk2H � a. Let fhnk ; h � 1g be a subsequence of fhn; n � 1g
converging weakly to some �h 2 H. Clearly, k�hk2H � a and, by the continuity

property of the skeleton proved in [Chenal and Millet (1997)], 	
�h
X0
(t; x) = y

and

	
�h
X0

2
n0\
i=1

�
B�(	hi

X0
;
�

2
)
�c
: (3.5)

Thus, by (H3), �h 2 Kmin
y and �h = hi for some i = 1; : : : ; n0. This leads to a

contradiction with (3.5). Hence

lim sup
"#0

"2 logE
�
(1� ��;�("; !)) �fyg(X

"(t; x))
�
< �1

2
a ;

proving (3.2). 2

Our next aim is to analyze the contribution of the term p
";2
t;x
(y). Without

loss of generality we will assume that Kmin
y

consists of a unique element,

denoted by �h in the sequel.

Consider the transformation of the Wiener space de�ned by T ";�h(!) = !+
�h
"
;

the Cameron-Martin-Girsanov theorem, Lemma 4.2 and the identity (2.8)

yield

p
";2
t;x
(y) = E

n
�
�h
�;�

("; !) �fyg

�
X"(t; x)

�o
=

1

"
exp

�
� 1

2 "2
k�hk2H

�
� E

n
exp

�
��S";

�h(t; x)
�
�
�h
�;�

�
"; ! +

�h
"

�
�f0g

�
X̂";�h(t; x)

�o
;

(3.6)

where �
�h
�;�

("; !) = ��

�
kX" � 	

�h
X0
k�
L�([0;T ]�[0;1])

�
and �� = �

�h, where �
�h is

de�ned in Lemma 4.2.

10



The remaining of this section is essentially devoted to give the Taylor ex-

pansion of the right hand-side of (3.6).

We now give some crucial ingredients of the proof. In the next Lemmas

3.2 to 3.4 and in Proposition 3.5, h is an arbitrary element of H. Although
we assume (H1) to obtain these results, the proofs still go through under

weaker conditions. For any � 2 (1;1); " 2 (0; 1]; � 2 (0; 1], and h 2 H, set

A";�;� =
n
kX";h � 	h

X0
k2�
L2�([0;T ]�[0;1])

� �
o
:

Lemma 3.2 Assume (H1). There exist r0; C > 0 such that, for any r � r0,

P
n
kX0;h

1 k1 > r
o
� exp

�
� r2

C

�
; (3.7)

sup
0<"�1

P
n
kX̂";hk1 > r; A";�;�

o
� exp

�
� r2

C

�
; (3.8)

for every � 2 (3;1); � 2 (0; 1].

Proof: Using a version of Gronwall's lemma given, for instance, in [Walsh (1986)]

it is easy to check that

sup
0�t�T

sup
0�x�1

j	h

X0
(t; x)j � C : (3.9)

Consequently,

k�(	h

X0
)k1 � C : (3.10)

Consider the equation satis�ed by fX0;h
1 (t; x); (t; x) 2 [0; T ]�[0; 1]g (see (2.2)).

Schwarz's inequality implies

jX0;h
1 (t; x)j2 � C

(��� Z t

0

Z 1

0

Gt�s(x; y) �(	
h

X0
(s; y))W (ds; dy)

���2 + (1 + khk2H)

�
Z

t

0

1p
t� s

sup
0�y�1

jX0;h
1 (s; y)j2ds

)
:

Then, using the above-mentioned Gronwall's lemma, we obtain

sup
0�t�T

sup
0�x�1

jX0;h
1 (t; x)j

� C sup
0�t�T

sup
0�x�1

��� Z t

0

Z 1

0

Gt�s(x; y) �(	
h

X0
(s; y)) W (ds; dy)

���:
11



Therefore, by Lemma 4.1 and (3.10)

P f kX0;h
1 k1 > rg � P

n
k
Z :

0

Z 1

0

G:�s(�; y) �(	h

X0
(s; y))W (ds; dy)k1 >

r

C
;Z

T

0

Z 1

0

�
�(	h

X0
(s; y))

�2�
ds dy � CT

o

� exp
�
� r2

C

�
;

for r big enough. This proves (3.7).

The proof of (3.8) is similar. Again, the equation satis�ed by fX̂";h(t; x);

(t; x) 2 [0; T ]� [0; 1]g and an argument based on Gronwall's lemma yield

kX̂";hk1 � C k
Z :

0

Z 1

0

G:�s(�; y) �(X";h(s; y)) W (ds; dy)k1 :

The Lipschitz property of � and (3.10) imply that, on the set A";�;�,Z
T

0

Z 1

0

j�(X";h(s; y))j2�ds dy � R;

for some positive constant R not depending on �.

Therefore, Lemma 4.1 applied to �(s; y) = �(X";h(s; y)) yields (3.8). 2

Lemma 3.3 Assume (H1). For any � 2 (0; 1]; � 2 (3;1), there exist r0; C,

not depending on �, such that, for every r � r0,

sup
0<"�1

Pf kX̂";h �X
0;h
1 k1 > r ; A";�;�g � exp

�
� r2

�1=�
C
�
:

Proof. We recall that
�
X̂";h �X

0;h
1

�
(t; x) = " S";h(t; x), where fS";h(t; x),

(t; x) 2 [0; T ]� [0; 1]g satis�es (2.14). More exactly, we have

(X̂";h �X
0;h
1 )(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y)@�
"(s; y)(X";h � 	h

X0
)(s; y)

� W (ds; dy) +

Z
t

0

Z 1

0

Gt�s(x; y)

��
�0(	h

X0
(s; y)) _h(s; y) + b0(	h

X0
(s; y))

�
� (X̂";h �X

0;h
1 )(s; y) +

�
@2 �"(s; y) _h(s; y) + @2 b"(s; y)

�
X̂";h(s; y)

� (X";h � 	h

X0
)(s; y)

�
ds dy :

12



Therefore

j(X̂";h �X
0;h
1 )(t; x)j2 � C

n��� Z t

0

Z 1

0

Gt�s(x; y) @�
"(s; y) (X";h �	h

X0
)(s; y)

� W (ds dy)
���2 + Z

t

0

1

(t� s)1=2
sup

0�x�1
j(X̂";h �X

0;h
1 )(s; x)j2ds

+

Z
t

0

Z 1

0

G2
t�s(x; y) (X̂

";h(s; y))2 ((X";h � 	h

X0
)(s; y))2ds dy

o
:

(3.11)

Let � 2 (1; 3=2) satisfying 1=�+ 1=� = 1. H�older's inequality yields

Z
t

0

Z 1

0

G2
t�s(x; y) (X̂

";h(s; y))2 ((X";h � 	h

X0
)(s; y))2ds dy

� kX̂";hk21
�Z t

0

Z 1

0

G2�
t�s(x; y)ds dy

�1=�
kX";h �	h

X0
k2
L2�([0;T ]�[0;1])

� C kX̂";hk21 kX";h � 	h

X0
k2
L2�([0;T ]�[0;1])

:

Substituting this estimate in (3.11) and using Gronwall's lemma we obtain

P f kX̂";h�X
0;h
1 k1 > r; A";�;�g � p1 + p2 ;

with

p1 = P
n
kX̂";hk1 > r1; A

";�;�

o

p2 = P
n Z

:

0

Z 1

0

Gt�:(�; y) @ �"(s; y) (X";h �	h

X0
)(s; y) W (ds; dy)


1

>
r

C2
� r1 �

1
2� ; A";�;�

o
;

where r1 = a r��1=(2�) with 1=C2 � a > 0.

Then, the statement of the Lemma follows from Lemmas 3.2 and 4.1. 2

Lemma 3.4 Assume (H1). For any � 2 (0; 1]; � 2 (3;1), there exist r0; C,

not depending on �, such that, for any r � r0

sup
0<"�1

P
n
kS";h � S0;hk1 > r; A";�;�

o
� exp

�
� r

�
1
2�

C
�
: (3.12)

13



Proof. From (2.14) and (2.15) it follows that the process f(S";h�S0;h)(t; x);

(t; x) 2 [0; T ]� [0; 1]g satis�es the equation.

(S";h � S0;h)(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y)
�
�0(	h

X0
(s; y)) _h(s; y) + b0(	h

X0
(s; y))

�

� (S";h � S0;h)(s; y)ds dy+

4X
i=1

Ti(t; x) ;

(3.13)

with

T1(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y) �
0(	h

X0
(s; y))(X̂";h�X

0;h
1 )(s; y) W (ds; dy) ;

T2(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y) @
2 �"(s; y)X̂";h(s; y)(X";h� 	h

X0
)(s; y)

� W (ds; dy) ;

T3(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y) _h(s; y)
�
@2 �"(s; y)(X̂";h(s; y))2

� 1

2
�00(	h

X0
(s; y)) (X0;h

1 (s; y))2
�
ds dy ;

T4(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y)
�
@2 b"(s; y)(X̂";h(s; y))2� 1

2
b00(	h

X0
(s; y))

� (X0;h
1 (s; y))2

�
ds dy :

For any r; ri; i = 1; 2; 3; positive real numbers, � 2 (3;1); � 2 (0; 1], set

P f kS";h � S0;hk1 > r; A";�;�g �
4X
i=1

q
�

i
; (3.14)

where

q
�

1 = P f kS";h � S0;hk1 > r; A";�;�; kX̂";h �X
0;h
1 k1 � r1; kX̂";hk1 � r2 ;

kX0;h
1 k1 � r3g ;

q
�

2 = P f kX̂";h � S
0;h
1 k1 > r1; A

";�;�g ;

q
�

3 = P f kX̂";hk1 > r2; A
";�;�g ;

q
�

4 = P f kX0;h
1 k1 > r3g :

14



Lemma 3.2 yields the existence of r0; C1 > 0 such that, for any r2; r3 �
r0; � 2 (0; 1],

q
�

3 + q
�

4 � exp
�
� r22
C1

�
+ exp

�
� r23
C1

�
: (3.15)

By Lemma 3.3, for any �xed � 2 (0; 1], there exist �r0; C2 > 0 such that, for

every r � �r0,

q
�

2 � exp
�
� r21
�1=�

C2

�
: (3.16)

Using (3.13) and the standard arguments based on Gronwall's lemma we

obtain

kS";h � S0;hk1 � C

4X
i=1

kTik1: (3.17)

Our next aim is to give upper bounds for kTik1; i = 3; 4, on the set

A";�;�

r1r2r3
:= A";�;� \ f kX̂";h �X

0;h
1 k1 � r1; kX̂";hk1 � r2; kX0;h

1 k1 � r3g :
(3.18)

Note that

T3(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y) _h(s; y)
n
@3 �"(s; y)(X";h �	h

X0
)(s; y)X̂";h(s; y)2

+
1

2
�00(	h

X0
(s; y)) X̂";h(s; y)(X̂";h �X

0;h
1 )(s; y) +

1

2
�00(	h

X0
(s; y))

� X
0;h
1 (s; y) (X̂";h �X

0;h
1 )(s; y)

o
ds dy ;

with @3 �"(s; y) =
R 1
0 du

R
u

0 dv
R
v

0 dw �000(	h

X0
(s; y)+w(X";h�	h

X0
) (s; y)).

Then, clearly, on A";�;�

r1r2r3 ,

kT3k1 � C
�
�

1
2� r22 + r1r2 + r1r3

�
: (3.19)

The same upper bound holds for kT4k1.

Thus, (3.17)-(3.19) yield, on the set A";�;�

r1r2r3 ,

kS";h � S0;hk1 � C
�
�

1
2� r22 + r1r2 + r1r3 + kT1k1 + kT2k1

�
: (3.20)

Let ai 2 (0;1); i = 1; 2; 3, be such that C0 :=
1
C
�a2�

p
a1a2�

p
a1a3 > 0 ,

where C is the positive constant appearing in the right hand-side of (3.20).

Then, set

r1 = (a1 r �
1=2�)1=2; r2 = (a2 r �

�1=2�)1=2; r3 = (a3 r �
�1=2�)1=2 : (3.21)
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Clearly, q
�

1 � q
�

11 + q
�

12, with

q
�

11 = P f kT1k1 >
1

2
C0 r ; A

";�;�

r1r2r3
g ;

q
�

12 = P f kT2k1 >
1

2
C0 r ; A

";�;�

r1r2r3
g :

Lemma 4.1 applied to the process �(s; y) = �0(	h

X0
(s; y)) (X̂";h�X0;h

1 )(s; y)

yields the existence of positive constants K1; K2 such that,

q
�

11 � exp
�
� r2 C2

0

4T 1=� k�0k21 r21
K2

�
; (3.22)

whenever r=r1 > K1.

Analogously, the same Lemma applied to �(s; y) = @2 �"(s; y) X̂";h(s; y)

(X";h � 	h

X0
)(s; y), ensures the existence of positive constants K1; K2 such

that

q
�

12 � exp
�
� r2 C2

0

4 k�00k21 r22 �
1=�

K2

�
; (3.23)

for r

r2 �
1=2� � K1.

Substituting the values of ri; i = 1; 2; 3, given in (3.21) into the inequalities

(3.15), (3.16), (3.22) and (3.23) and, taking into account (3.14), we �nish

the proof of the Lemma. 2

Proposition 3.5 Assume (H1). For any p > 0; � 2 (6;1), there exists

�1 = �1(p) 2 (0; 1] such that

sup
0<"�1

E
n
exp

�
p j(S";h � S0;h)(t; x)j

�
�h�1;� ("; ! +

h

"
)
o
< + 1 :

Proof. Fix p > 0; � > 6. Let r0; C be such that (3.12) is satis�ed for any

r � r0; then choose �1 2 (0; 1] such that p < C=�
�=2
1 . Clearly �h

�1;�
("; ! +

h

"
) � 1

A"; �=2;�1 . Thus Fubini's theorem and the choice of �1 yield

E
n
exp

�
p j(S";h � S0;h) (t; x)j

�
�h
�1;�

�
"; ! +

h

"

�o
� E

n
exp

�
p j(S";h � S0;h) (t; x)j

�
1
A
";
�
2
;�1

o

� epr0 +E
n�Z jS";h�S0;h j (t;x)

r0

p epydy
�
1
A
";

�
2
;�1

o

� C + p

Z 1

r0

e
�y

�
C

�
1=2�
1

�p

�
dy < +1 : 2
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The preceding Proposition is one of the ingredients used in the proof of the

integration by parts formula well-suited to our problem proved in Proposi-

tion 3.8. The additional ingredient, stated in Proposition 3.6, needs a new

requirement (see (H4) below).

The random variable S0;h(t; x) has only components in the Wiener-Chaos of

order 0 and 2. Indeed, from (2.15) one easily checks that the second order

Malliavin derivative is deterministic and, in addition, E(D S0;h(t; x) ) = 0.

Set Y (t; x) = �h S0;h(t; x), h 2 Kmin
y

, where �h is de�ned in Lemma 4.2.

Then

Y (t; x) = E(Y (t; x)) +

Z
[0;t]�[0;1]

Z
[0;t]�[0;1]

fh2 ((t; x); (s; y); (r; z))

� W (ds; dy) W (dr; dz) ; (3.24)

with fh2 ((t; x); �) 2 L2(([0; t] � [0; 1])2). So, the kernel fh2 ((t; x); �) de�nes
a Hilbert-Schmidt operator A(t; x) on H = L2( [0; t] � [0; 1] ). Denote by

f�h
k
; k � 1g the sequence of eigenvalues of this operator. Then

Z(t; x) = Y (t; x)� E(Y (t; x)) =

1X
k=1

�h
k
�k 
 �k ;

with f�kg a CONS of the �rst Wiener-Chaos.

Following Proposition 8.4 in [Neveu (1968)], for any � > 0 such that 2� maxk �
h

k

< 1,

E
�
e� Z(t;x)

�
=
�
det2 (I � 2� A(t; x))

�� 1
2
<1;

where det2 denotes the Carleman-Fredholm determinant.

We now introduce a new assumption, as follows:

(H4) 2 maxk �h
k
< 1, for any h 2 Kmin

y .

The preceding discussion leads to the next statement.

Proposition 3.6 Assume (H1), (H2) and (H4). For any h 2 Kmin
y there

exists p 2 (1;1) such that,

E
�
exp (p �h S0;h(t; x))

�
< + 1 :

The results of Propositions 3.5, 3.6 and H�older's inequality yield
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Proposition 3.7 Assume (H1), (H2) and (H4). For any h 2 Kmin
y

there

exist p 2 (1;1) and � 2 (0; 1] such that, for any � 2 (6;1),

sup
0<"�1

E
�
exp(p �h S";h(t; x)) �h

�;�

�
"; ! +

h

"

��
< + 1 :

The Taylor development of p
";2
t;x
(y) relies on the particular integration by

parts formula stated in the next Propositions.

Let E be a Polish space. A family of E -valued random vectors fU i; i 2 Ig
indexed by I � R is said to be uniformly in D1(E) if, for any p 2 (1;1),

k � 1, sup
i
kU ikp;k � Cp;k. We write D1 for D1(R).

For any n 2 N, let 'n(x) 2 C10 be a function satisfying k'nk1 � 1,

'n(x) =

�
1; if jxj � n;

0; if jxj > n + 1;
(3.25)

and supn;k�1 k'
(k)
n k1 � C.

Let fG�; � 2 [0; 1]g, fF � ; � 2 [0; 1]g be families of random variables which are

uniformly in D1 . We also assume sup0���1 k��1F �kp � Cp, for any p 2 (1;1).

Consider a family fL"; " 2 (0; 1]g of random variables. Fix h 2 Kmin
y and �h

given in Lemma 4.2, set Bn = f�hmax(jS";h(t; x)j; jS0;h(t; x)j) � ng. We

assume the following properties:

(i) For any n � 1, (L" 'n(�
hS";h(t; x)) 'n(�

hS0;h(t; x))) 2 D1 .

(ii) For any " 2 (0; 1],

jL"j � exp(�hS0;h(t; x)) L"0;1 + exp(�hS";h(t; x)) L"0;2; (3.26)

where fL"0;i; " 2 (0; 1]g, i = 1; 2, are uniformly in D1 .

(iii) On every set Bn, n � 1,

jDkL"j � exp(�hS0;h(t; x)) L"
k;1 + exp(�hS";h(t; x)) L"

k;2 + L"
k;3;

(3.27)

with fL"
k;i
; " 2 (0; 1]g, i = 1; 2; 3, uniformly in D1(L2(([0; T ]�[0; 1])k)).

Condition (i) above clearly yields L" 2 D1
loc

with localizing sequence Bn.

Set

~	";�;� = G� L" �h
�;�

("; ! + h

"
);

�";�;�;�

0 = ~	";�;�;

�";�;�;�

k
= �";�;�;�

k�1 �(kDF �k�2DF �) � hD�";�;�;�

k�1 ; kDF �k�2DF �i;
(3.28)
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�; � 2 [0; 1]; " 2 (0; 1]; k � 1; � 2 (6;1); h 2 H. Notice that, since D is a

local operator �
";�;�;�

k
, k � 1, is well de�ned.

Proposition 3.8 Assume (H1), (H2) and (H4). Let f 2 C1
b
(R). There

exists � 2 (0; 1] such that, for any integer k � 1, �; � 2 [0; 1], " 2 (0; 1],

h 2 Kmin
y

,

E
n
f (k)(F �) G� L" �h

�;�
("; ! + h

"
)
o

= E
�
f(F �)�

";�;�;�

k

�
: (3.29)

Moreover,

sup
0��;��1
0<"�1

k�";�;�;�

k
k1 <1:

Proof: Set

An = E
n
f (k)(F �) G� L" �h

�;�
("; !+

h

"
) 'n(�

hS";h(t; x)) 'n(�
hS0;h(t; x))

o
:

Assume that, for any n 2 N, �; � 2 [0; 1], " 2 (0; 1] we can prove the

existence of � 2 (0; 1] and a random variable �";�;�;�

k;n
2 L1(
) such that An =

E(f(F �) �";�;�;�

k;n
), sup";�;�;n k�

";�;�;�

k;n
k1 < 1 and L1 � limn!1�";�;�;�

k;n
=

�";�;�;�

k
uniformly in "; �; �. Then (3.29) follows.

Indeed, clearly

lim
n!1

E
�
f(F �) �";�;�;�

k;n

�
= E

�
f(F �) �";�;�;�

k

�
:

The function �h
�;�

("; ! + h

"
) satis�es

1fkX";h�	h
X0

k
�

L�([0;T ]�[0;1])
�
�

2
g � �h

�;�
("; ! + h

"
)

� 1fkX";h�	h
X0

k
�

L�([0;T ]�[0;1])
��g:

(3.30)

Consequently, the random variable ~	";�;� belongs to L1(
). Indeed, let

p 2 (1;1), 2� 2 (0; 1]; satisfying the conclusions of Propositions 3.6, 3.7,

1=q + 1=p = 1. Then, by (3.30), H�older's inequality and (3.26)

E j~	";�;�j � kG� L"0;1kq
n
E
�
exp(p�hS0;h(t; x))

�o1=p
+ kG� L"0;2kq

n
E
�
exp(p�hS";h(t; x)) �h2�;�("; ! + h

"
)
�o1=p

<1:
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Thus, by bounded convergence

lim
n!1

An = E
n
f (k)(F �) G� L" �h

�;�
("; ! +

h

"
)
o
:

Set ~	
";�;�

n = G� L" �h
�;�

("; ! + h

"
)'n(�

hS";h(t; x))'n(�
hS0;h(t; x)).

Notice that ~	
";�;�

n 2 D1 ; then the integration by parts formula yields

An = E
�
f(F �)Hk(F

� ; ~	";�;�

n
)
�
;

with Hk(F
� ; ~	

";�;�

n ) de�ned recurrently as follows:

H1(F
� ; ~	";�;�

n
) = �(~	";�;�

n
kDF �k�2DF �);

Hk(F
� ; ~	";�;�

n ) = H1(F
� ; Hk�1(F

� ; ~	";�;�

n )); k � 2:

where � is the Skorohod integral.

The properties of the anticipating stochastic calculus imply

H1(F
� ; Hk�1(F

� ; ~	";�;�

n )) = Hk�1(F
� ; ~	";�;�

n )�(kDF �k�2DF �)

� hDHk�1(F
� ; ~	";�;�

n ); kDF �k�2DF �i; k � 2:

De�ne

�";�;�;�

0;n = ~	";�;�

n
;

�";�;�;�

k;n
= �";�;�;�

k�1;n �(kDF �k�2DF �)� hD�";�;�;�

k�1;n ; kDF �k�2DF �i;

for any k � 1.

Clearly, by the local property of the derivative operator D,

�";�;�;�

k;n
= �";�;�;�

k
; on Bn; for anyk � 0:

We want to prove the following facts. There exists � 2 (0; 1] and a decreasing

sequence pk 2 (1;1), k � 0, such that

sup
";�;�

k�";�;�;�

k;n
��";�;�;�

k
kpk ��!

n!1
0; (3.31)

sup
";�;�;n

k�";�;�;�

k;n
kpk � C: (3.32)
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This clearly su�ces to end the proof.

We check (3.31), (3.32) using induction on k. Let k = 0, then

T
";�;n

0 := k~	";�;�

n
� ~	";�;�kp0 = k(~	";�;�

n
� ~	";�;�)1Bc

n
kp0 :

Fix p > 1 and � 2 (0; 1] satisfying Propositions 3.6, 3.7. Let p0; q1; q2; q3 > 1

such that 1=q1 + 1=q2 + 1=q3 = 1, p0 q2 = p. Then, H�older's inequality,

(3.30), Propositions 3.6, 3.7 and (3.26) yield

T
";�;n

0 �
�
kG� L"0;1kp0q1

n
E
�
exp(�hp0q2S

0;h(t; x))
�o 1

p0q2

+ kG� L"0;2kp0q1
n
E
�
exp(�hp0q2S

";h(t; x))�h2�;�("; ! + h

"
)
�o 1

p0q2

�
� (P (Bc

n))
1

p0q3 :

Thus

sup
";�

T
";�;n

0 ��!
n!1

0:

The uniform estimate (3.32) follows from (3.26), H�older's inequality, (3.30),

Propositions 3.6, 3.7 and the boundness of 'n and its derivatives.

In order to simplify the presentation we will give the precise arguments

allowing to check (3.31), (3.32) for k = 1 and only sketch the general case.

We have

k�";�;�;�

1;n � �";�;�;�

1 kp1p1 = k(�";�;�;�

1;n � �";�;�;�

1 )1Bc
n
kp1p1 �

6X
i=1

T
";�;�;n

i
;
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where

T
";�;�;n

1 = Ej(~	";�;�

n � ~	";�;�) �(kDF �k�2 DF �)jp1;

T
";�;�;n

2 = EjL" �h
�;�

("; ! + h

"
) hDG�; kDF �k�2 DF �i(1� 'n(�

hS";h(t; x))

� 'n(�
hS0;h(t; x)))jp1 ;

T
";�;�;n

3 = EjG� �h
�;�

("; ! + h

"
) hDL"; kDF �k�2 DF �i (1� 'n(�

hS";h(t; x))

� 'n(�
hS0;h(t; x)))jp1 ;

T
";�;�;n

4 = EjG� L" hD�h
�;�

("; ! + h

"
); kDF �k�2 DF �i (1� 'n(�

hS";h(t; x))

� 'n(�
hS0;h(t; x)))jp1 ;

T
";�;�;n

5 = EjG� L" �h
�;�

("; ! + h

"
) '0

n
(�hS";h(t; x))'n(�

hS0;h(t; x))

� h�h DS";h(t; x); kDF �k�2 DF �i � 1Bc
n
jp1 ;

T
";�;�;n

6 = EjG� L" �h
�;�

("; ! + h

"
) 'n(�

hS";h(t; x))'0n(�
hS0;h(t; x))

� h�h DS0;h(t; x); kDF �k�2 DF �i � 1Bc
n
jp1 :

Choose p1; q > 1 with p1 q = p0. Then, H�older's inequality yields

sup
";�;�

T
";�;�;n

1 � C sup
";�;�

k~	";�;�

n � ~	";�;�kp1p0 ��!n!1
0:

Fix p > 1 and 2� 2 (0; 1] satisfying Propositions 3.6, 3.7. Let p1; q1; q2; q3 > 1

such that 1=q1 + 1=q2 + 1=q3 = 1, p1 q1 = p. Then, (3.26), (3.27), H�older's

inequality, (3.30) and Propositions 3.6, 3.7 imply

sup
";�;�

T
";�;�;n

i
� C (P (Bc

n))
1
q3 ; i = 2; � � � ; 6:

Thus (3.31) holds for k = 1 and (3.32) follows from (3.26), (3.27), H�older's

inequality, (3.30), Propositions 3.6, 3.7 and the boundedness of 'n and its

derivatives.

For a general k we only give some remarks. First, from the de�nitions of

�";�;�;�

k;n
;�";�;�;�

k
, we have

k�";�;�;�

k;n
��";�;�;�

k
kpkpk � A

";�;�;n

1 +A
";�;�;n

2 ;
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with

A
";�;�;n

1 = Ej(�";�;�;�

k�1;n ��
";�;�;�

k�1 ) �(kDF �k�2 DF �)jpk ;

A
";�;�;n

2 = EjhD (�
";�;�;�

k�1;n � �
";�;�;�

k�1 ); kDF �k�2 DF �i 1Bc
n
jpk :

H�older's inequality and the inductive assumption yield sup
";�;�

A
";�;�;n

1 �! 0

as n!1. To study A
";�;�;n

2 we note

jhD (�
";�;�;�

k�1;n � �
";�;�;�

k�1 ); kDF �k�2 DF �ij

� exp(�hS";h(t; x))�h2�;�("; ! + h

"
) �

";�;�

1 + exp(�hS0;h(t; x)) �
";�;�

2 ;

with �
";�;�

1 ;�
";�;�

2 uniformly in D1 . Therefore, since limn!1 P (Bc

n
) = 0,

H�older's inequality and Propositions 3.6, 3.7 show that

lim
n!1

�
sup
";�;�

A
";�;�;n

2

�
= 0:

This ends the proof. 2

With less e�ort, using similar arguments as in the previous Proposition, we

can prove the next Proposition 3.9. Let F � ; G� be as in Proposition 3.8.

Set

~�� = G� exp(�hS0;h(t; x));

��;�

0 = ~��;

��;�

k
= ��;�

k�1 �(kDF �k�2DF �)� hD��;�

k�1; kDF �k�2DF �i;

(3.33)

�; � 2 [0; 1], k � 1, h 2 H.
Proposition 3.9 Assume (H1), (H2) and (H4). Let f 2 C1

b
(R). For every

integer k � 1 and �; � 2 [0; 1],

E
n
f (k)(F �) G� exp(�hS0;h(t; x))

o
= E

�
f(F �)��;�

k

�
:

and sup0��;��1 k�
�;�

k
k1 <1.

Let f : R ! R be a C1 function and assume " ! F " is a C1((0; 1);R)

mapping. Leibniz's formula yields, for any integer j � 1,

dj

d "j

�
f(F ")

�
=

(j)X
f (kj) (F ")

kjY
l=1

F ";�l ; (3.34)
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where the symbol

(j)X
is a shorthand for

jX
kj=1

X
�1+:::+�kj

=j

�1 ;:::; �kj
�1

cj(�1; : : : ; �kj)

and F ";j = djF "=d"j . The coe�cients cj(�1; : : : ; �kj ) are computed by

induction.

Let � 2 (0; �), � as in Proposition 3.7, and � 2 (6;1). De�ne

p
";2

t;x;�h
(0) = E

n
exp

�
��S";

�h(t; x)
�
�
�h
�;�

�
"; ! +

�h

"

�
�f0g

�
X̂";�h(t; x)

�o
:

Notice that, by (3.6), p
";2
t;x
(y) = "�1 expf�k�hk2H=(2"2)g p

";2

t;x;�h
(0):

Let � be a nondegenerate random variable and  2 D1
loc
. We set

~H0(�;  ) =  ;

~Hk(�;  ) = ~Hk�1(�;  ) �(D�kD�k�2)
�hD ~Hk�1(�;  ); D�kD�k�2i;

k � 1.

We remark that the sequences �";�;�;�

k
;��;�

k
, de�ned in (3.28) and (3.33),

respectively, can be described in terms of the operator ~Hk.

Proposition 3.10 Assume (H1)-(H4). Then, we have

p
";2

t;x;�h
(0) = p0

t;x;�h +

nX
i=1

"i pi
t;x;�h + "n+1 ~pn+1;"

t;x;�h
; (3.35)

n � 0.

The coe�cients pi
t;x;�h

are null for odd i. For any even i 2 f0; � � � ; ng,

p0
t;x;�h

= E
n
1
fX

0;�h
1 (t;x)>0g

~H1( X
0;�h
1 (t; x); exp(��S0;�h(t; x)))

o
;

pi
t;x;�h =

iX
j=1

1

j!(i� j)!

(j)X (i�j)X
��ki�j E

n
1
fX

0;�h
1 (t;x)>0g

~Hkj+1

�
X

0;�h
1 (t; x);

exp(��S0;�h(t; x))

kjY
l=1

X
0;�h
�l+1

(t; x)

�l + 1

ki�jY
l0=1

X
0;�h
�l0+2

(t; x)

(�l0 + 1)(�l0 + 2)

�o
:

(3.36)
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Furthermore ,

sup
0<"�1

j~pn+1;"
t;x;�h

j < C:

Proof : Let f be a C1 function with compact support and symmetric. Set

M "

t;x
= E

n
exp

�
��S";

�h(t; x)
�
�
�h
�;�

�
"; ! +

�h

"

�
f
�
X̂";�h(t; x)

�o
:

The chain rule (3.34) and (2.11) yield the Taylor expansion

f(X̂";�h(t; x)) = f(X
0;�h
1 (t; x)) +

NX
j=1

"j
1

j!

(j)X
f (kj)(X

0;�h
1 (t; x))

�
kjY
l=1

1

�l + 1
X

0;�h
�l+1

(t; x) + "N+1

Z 1

0

(1� �)N

N !

�
(N+1)X

f (kN+1)(X̂"�;�h(t; x))

kN+1Y
l=1

X̂
"�;�h
�l

(t; x) d�: (3.37)

Analogously, for each � and �,

�
�h
�;�
("; ! +

�h

"
) = 1 + "N+1 R

1;"
N+1(t; x); (3.38)

where fR1;"
N+1(t; x); " 2 (0; 1]g uniformly in D1 , as can be easily checked.

In order to study the term exp(��S";
�h(t; x)) we use the Taylor expansion

ex =
P

N

j=0 x
j=j! + rN+1(x) with jrN+1(x)j � (ex + 1)jxjN+1=(N + 1)!, for

x = ��(S";
�h�S0;�h)(t; x). Then, since S";

�h(t; x) is C1 with respect to ", using

(2.12), (2.16), we obtain

exp(��S";
�h(t; x)) = exp(��S0;�h(t; x))

n NX
j=0

"j

j!
Gj + "N+1G"

N+1

o
+ "N+1 R

2;"
N+1(t; x);

(3.39)

where Gj =

(j)X
��kj

kjY
l=1

1

(�l + 1)(�l + 2)
X

0;�h
�l+2

(t; x) 2 D
1 , fG"

N+1; " 2

(0; 1]g is uniformly in D1 and

jR2;"
N+1(t; x)j

� exp(�S0;h(t; x)) R2;";0
N+1;1(t; x) + exp(�S";h(t; x)) R2;";0

N+1;2(t; x);

25



with fR2;";0
N+1;i(t; x); " 2 (0; 1]g, i = 1; 2, uniformly in D1 .

From (3.39) it follows that R
2;"
N+1(t; x) 'n(

��S";
�h(t; x)) 'n(��S

0;�h(t; x)), with

'n de�ned (3.25), belongs to D1 . Moreover, on Bn,

jDkR
2;"
N+1(t; x)j � exp(�S0;h(t; x)) R

2;";k
N+1;1(t; x) + exp(�S";h(t; x))

� R
2;";k
N+1;2(t; x) + R

2;";k
N+1;3(t; x);

with fR2;";k
N+1;i(t; x); " 2 (0; 1]g uniformly in D1 (L2(([0; T ]� [0; 1])k)) for any

i = 1; 2; 3; k � 1. This inequality can be easily checked using induction on

k.

Putting together the expansions (3.37)-(3.39) yields

M "

t;x = Eff(X0;�h
1 (t; x)) exp(��S0;�h(t; x))g

+

nX
i=1

"i
iX

j=0

1

j!(i� j)!
E
n (j)X (i�j)X

f (kj)(X0;�h
1 (t; x)) exp(��S0;�h(t; x))

� ��ki�j
kjY
l=1

X
0;�h
�l+1

(t; x)

�l + 1

ki�jY
l0=1

X
0;�h
�l0+2

(t; x)

(�l0 + 1)(�l0 + 2)

o

+ "n+1R
3;"
n+1(t; x):

Let (fn)n�1 be a sequence of functions satisfying the same requirements

as f and converging to �f0g as n ! 1. Proposition 3.9 applied to F 0 =

X
0;�h
1 (t; x), G0 = ��ki�j

kjY
l=1

X
0;�h
�l+1

(t; x)

�l + 1

ki�jY
l0=1

X
0;�h
�l0+2

(t; x)

(�l0 + 1)(�l0 + 2)
ensures (3.36).

Since the Wiener sheet W has a symmetric law, the odd terms in (3.35) are

zero.

As for the rest, a detailed analysis of R
3;"
n+1(t; x) shows that it can be de-
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scribed by means of a �nite sum of terms of the following type:

R"

1 = f (a1)(X
0;�h
1 (t; x)) exp(��S0;�h(t; x)) G"

1;

R"

2 = f (a2)(X
0;�h
1 (t; x)) G"

2 R
2;"
N1
(t; x) �

�h
�;�

�
"; ! +

�h

"

�
;

R"

3 =

Z
[0;1]

f (a3)(X̂"�;�h(t; x)) G
"�

3 G"

4 exp(��S0;�h(t; x))d�;

R"

4 =

Z
[0;1]

f (a4)(X̂"�;�h(t; x)) G
"�

5 R
2;"
N2
(t; x)�

�h
�;�

�
"; ! +

�h

"

�
d�;

with fG"

i
; " 2 (0; 1]g, i = 1; � � � ; 5, uniformly in D1 and some positive inte-

gers ai; i = 1; � � � ; 4; N1; N2. Proposition 3.9 ensures sup0<"�1 jE(R"

1+R
"

3)j �
C, while Proposition 3.8 yields sup0<"�1 jE(R"

2+R"

4)j � C. This completes

the proof. 2

As a Corollary of Propositions 3.1 and 3.10, we are now ready to state the

main result. Let us recall that in (H3),Kmin
y

= fh1; � � � ; hn0g and a = khjk2H,
j = 1; � � � ; n0.
Theorem 3.11 Assume (H1)-(H4). For any y 2 R, y 6= 	0

X0
(t; x), as " # 0,

p"t;x(y) �
1

"
exp (� 1

2"2
a) (p0t;x + " p1t;x + "2p2t;x + � � � ); (3.40)

where pit;x are null for odd i and for even i

pit;x =

n0X
j=1

pit;x;hj ;

where pi
t;x;hj

are de�ned in (3.36). The symbol � in (3.40) means

lim sup
"#0

p"t;x(y)� 1
"
exp (� 1

2"2
a) (p0t;x + "p1t;x + � � �+ "k�1pk�1

t;x
)

"k�1 exp (� 1
2"2
a)

<1

for any k � 1.

Remark 3.12. The validity of (H4) can be ensured under assumptions

involving only the coe�cients �; b and the initial value X0. Indeed, assume

for simplicity that Kmin
y = �h. Then, condition

kA(t; x)k2HS :=

Z
t

0

Z 1

0

Z
t

0

Z 1

0

f
�h
2

�
(t; x); (r1; z1); (r2; z2)

�2
dr1dz1dr2dz2 <

1

4
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yields (H4), where we have used the notation introduced before Proposition

3.6 and k � kHS is the Hilbert-Schmidt norm.

From (3.24) and Lemma 4.2, it follows that(
f
�h
2 ((t; x); �) = 1

2
�
�h D2

� S
0;�h(t; x);

k�hkH = �
�hfEjX0;�h

1 (t; x)j2g1=2:
(3.41)

The process fD2
(r2;z2)(r1;z1)

S0;�h(t; x); ((r2; z2); (r1; z1)) 2 ([0; T ]� [0; 1])2g is
deterministic and satis�es

D2
(r2;z2)(r1;z1)

S0;�h(t; x) = Gt�r1(x; z1) �
0(	

�h
X0
(r1; z1)) Dr2;z2

X
0;�h
1 (r1; z1)

+ Gt�r2(x; z2) �
0(	

�h
X0
(r2; z2)) Dr1;z1

X
0;�h
1 (r2; z2)

+

Z
t

r1_r2

Z 1

0

Gt�s(x; y) �
0(	

�h
X0
(s; y)) D2

(r2;z2)(r1;z1)
S0;�h(s; y) _�h(s; y)dsdy

+

Z
t

r1_r2

Z 1

0

Gt�s(x; y) �
00(	

�h
X0
(s; y)) Dr2;z2

X
0;�h
1 (s; y)

�Dr1;z1
X

0;�h
1 (s; y) _�h(s; y)dsdy

+

Z
t

r1_r2

Z 1

0

Gt�s(x; y) b
0(	

�h
X0
(s; y)) D2

(r2;z2)(r1;z1)
S0;�h(s; y)dsdy

+

Z
t

r1_r2

Z 1

0

Gt�s(x; y) b
00(	

�h
X0
(s; y)) Dr2;z2

X
0;�h
1 (s; y) Dr1;z1

X
0;�h
1 (s; y)dsdy:

Moreover, (2.2) and the rules of Malliavin Calculus yield

Dr1;z1
X

0;�h
1 (t; x) = Gt�r1(x; z1)�(	

�h
X0
(r1; z1))

+

Z
t

r1

Z 1

0

Gt�s(x; y)
n
�0(	

�h
X0
(s; y)) Dr1;z1

X
0;�h
1 (s; y) _�h(s; y)

+ b0(	
�h
X0
(s; y)) Dr1;z1

X
0;�h
1 (s; y)

o
dsdy:

Thus, (3.9) and the standard method based on H�older's inequality and Gron-

wall's lemma imply

sup
t;x

��� Z t

0

Z 1

0

jDr1;z1
X

0;�h
1 (t; x)j2dr1dz1

���p � C expfC(k�0k2p1 + kb0k2p1)g:
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Therefore,

��� Z t

0

Z 1

0

Z
t

0

Z 1

0

jD2
(r2;z2)(r1;z1)

S0;�h(t; x)j2dr1dz1dr2dz2
���p

� Cfk�0k2p1 + k�00k2p1 + kb00k2p1g expfp C (k�0k2p1 + kb0k2p1)g:
(3.42)

Finally, a detailed analysis of the results proved in [Millet and Sanz-Sol�e (1996)]

(see, in particular, Proposition 1.4 and Lemma 2.5) shows that

(�
�h)2 :=

k�hk2H
EjX0;�h

1 (t; x)j2
� C; (3.43)

with C depending on b, � and the initial value X0. Hence, the remark follows

from (3.41), (3.42) and (3.43).

4 Appendix

This section is devoted to the proof of some technical ingredients which have

been used in the previous sections.

The �rst Lemma is an exponential inequality for stochastic integrals in-

volving the Green kernel Gt�s(x; y). It is an extension of Lemma 2.3 in

[Rovira and Tindel (1997)], with a similar proof (see also [Rovira and Sanz-Sol�e (1996)]).

For the sake of completeness we sketch the main arguments.

We denote by Ft; t 2 [0; T ] the �-�eld generated by fWs;x; (s; x) 2 [0; t]�
[0; 1]g.

Lemma 4.1 Let � = f�(s; y); (s; y) 2 [0; T ] � [0; 1]g be an Ft-adapted,

square integrable process. Set

J(t; x) =

Z
t

0

Z 1

0

Gt�s(x; y) �(s; y) W (ds; dy):

Fix � 2 (3;1); R > 0 and let A�;R = f
R
T

0

R 1
0 j�(s; y)j

2� ds dy � Rg. Then,
there exist positive constants K1; K2 such that

P f kJk1 � L; A�;Rg � exp
�
� L2

R1=�
K2

�
; (4.1)

for any R;L > 0 with L

R1=2 � � K1.
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Proof: Fix 0 � r � t in [0; T ]; x; z 2 [0; 1]. We have

J(t; x) � J(r; z)

=

Z
T

0

Z 1

0

�
1fs�tg Gt�s(x; y)� 1fs�rg Gr�s(z; y)

�
�(s; y)W (ds; dy)

=

Z
t

r

Z 1

0

Gt�s(x; y) �(s; y) W (ds; dy)

+

Z
r

0

Z 1

0

�
Gt�s(x; y)�Gr�s(x; y)

�
�(s; y) W (ds; dy)

+

Z
r

0

Z 1

0

�
Gr�s(x; y)�Gr�s(z; y)

�
�(s; y) W (ds; dy) :

Let 1=� + 1=� = 1. Notice that � 2 (1; 3=2). Then, by Lemma B.1 in

[Bally, Millet and Sanz-Sol�e (1995)], there exists a constant C0 such that

max
� Z t

r

Z 1

0

Gt�s(x; y)
2�ds dy ;

Z
r

0

Z 1

0

�
Gt�s(x; y)�Gr�s(x; y)

�2�
ds dy

�
� C0 jt� rj

3�2�
2 ;

Z
r

0

Z 1

0

�
Gr�s(x; y)�Gr�s(z; y)

�2�
ds dy � C0 jx� zj3�2� :

De�ne �(u) = 2 C
1=(2�)
0 R1=(2�) u1=2; u � 0; d

�
(t; x); (r; z)

�
= 2 jt �

rj(3�2�)=(2�)+ jx� zj(3�2�)=�,

g(s; y) =
1fs�tg Gt�s(x; y)� 1fs�rg Gr�s(z; y)

� (d(t; x); (r; z))
�(s; y)

and, for any 0 � u � T ,

Mu =

Z
u

0

Z 1

0

g(s; y) W (ds; dy) :

Then, fMu;Fu; u 2 [0; T ]g is a continuous martingale with increasing pro-

cess given by

hMiu =
Z

u

0

Z 1

0

g(s; y)2 ds dy :
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By H�older's inequality, on the set A�;R

hMiT � 1

Let 	(x) = exp(x2=4); x 2 R. Then

E

0
@	

0
@ J(t; x)� J(r; z)

�
�
d ((t; x); (r; z))

�
1
A 1

A�;R

1
A � E ~P

�
exp

�
1

4
sup

0�u�1
jZuj2

��
= 21=2;

(4.2)

where fZu; 0 � u � 1g is a Brownian motion de�ned in some probability

space (~
; ~F ; ~P) such that Mu = ZhMiu .

Now, we proceed as in [Sowers (1992)], [Rovira and Tindel (1997)].

Let

B =

ZZ
([0;T ]�[0;1])2

	

0
@ J(t; x)� J(r; z)

�
�
d((t; x); (r; z))

�
1
Adt dx dr dz :

It follows from (4.2) that

E (B 1A�;R) � T 2 21=2: (4.3)

By Garsia-Rodemich-Rumsey Lemma, for the trajectories in A�;R we have

kJk1 � C1 R
1
2�

�
(log+ B)1=2 + C2

�
:

Moreover, (4.3) yields

E
�
exp(log+ B) 1A�;R

�
� 2 + T 2 21=2:

Finally, from Chebychev's exponential inequality we obtain

P f kJk1 � L; A�;Rg

� exp

 
� L2

R1=�

�� 1

C1
� R

1
2�

L
C2

�2
� log(2 + T 2 21=2)

R
1
�

L2

�!

and (4.1) follows whenever L=R1=(2�) � C1C2, with K2 = 1=(8C2
1) ; K1 =

max f2C1C2; 2
3=2 log(2 + T 2 21=2)1=2C1g: 2
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Lemma 4.2 Assume (H1) and (H2). Let h 2 Kmin

y
, then there exists �h >

0, depending on h, such thatZ
t

0

Z 1

0

_h(s; z) W (ds; dz) = �h X
0;h
1 (t; x); (4.4)

where X
0;h
1 (t; x) is de�ned in (2.2).

Proof: We apply the Lagrange multiplier method (see, for instance, Theorem

6.1.1 in [Clarke (1990)]). Therefore there exists �1 � 0 and �2 � 0, not both

zero, such that

0 2 [�1@khk2H + �2@f hX0
(t; x)� yg](h); (4.5)

where @ denotes the generalized gradient.

The mappings h ! khk2H, h ! 	h

X0
(t; x) are continuously Gâteaux dif-

ferentiable. Thus, the generalized gradients of these mappings reduce to a

singleton, the corresponding Gâteaux's derivatives, which are denoted by ~D

in the sequel. One easily checks that ~Dkhk2H = 2h and ~D	h

X0
(t; x) 2 H

satis�es

~D�;�	
h

X0
(t; x) = Gt��(x; �) �(	

h

X0
(�; �))1f��tg+

Z
t

0

Z 1

0

Gt�s(x; y)

� ~D�;�	
h

X0
(s; y)

n
�0(	h

X0
(s; y)) _h(s; y) + b0(	h

X0
(s; y))

o
dsdy:

(4.6)

Now we prove that �1 �2 6= 0.

Indeed, suppose that �1 = 0; then ~D	h

X0
(t; x) = 0 which contradicts Lemma

2.5 in [Millet and Sanz-Sol�e (1996)]. If �2 = 0 then h � 0 and h 2 Kmin
y .

This is contradictory with the assumption 	0
X0
(t; x) 6= y. Therefore, by

(4.5) there exists �h > 0 such that

h(�; �) = �h ~D�;�	
h

X0
(t; x):

Using (4.6) one hasZ
t

0

Z 1

0

~Ds;z	
h

X0
(t; x)W (ds; dz) =

Z
t

0

Z 1

0

Gt�s(x; z) �(	
h

X0
(s; z))1fs�tg

� W (ds; dz) +

Z
t

0

Z 1

0

Z
t

0

Z 1

0

Gt��(x; �) ~Ds;z	
h

X0
(�; �)

�
n
�0(	h

X0
(�; �)) _h(�; �) + b0(	h

X0
(�; �))

o
d� d� W (ds; dz):
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Then by Fubini's Theorem and the uniqueness of solution of the involved

equations we obtain

X
0;h
1 (t; x) =

Z
t

0

Z 1

0

~Ds;z	
h

X0
(�; �) W (ds; dz)

and proves (4.4). 2
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