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ABSTRACT. This paper studies the rate of convergence of an appropriate discretiza-

tion scheme of the solution of the Mc Kean - Vlasov equation introduce d by Bossy and

Talay. More speci�cally, we consider approximations of the distribution and of the density

of the solution of the stochastic di�erential equation associated to the Mc Kean - Vlasov

equation. The scheme adopted here is a mixed one: Euler/weakly interacting particle sys-

tem . If n is the number of weakly interacting particles and h is the uniform st ep in the

time discretization, we prove that the rate of convergence of the distribution functions of

the approximating sequence in the L1(
�R) norm and in the sup norm is of the order of
1p
n
+h, while for the densities is of the o rder h+ 1p

nh
. This result is obtained by carefully

employing techniques of Malliavin Calculus.
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1. Introduction

In a series of recent articles (see [BT1] , [BT2], [T]), Bossy and Talay study the numerical

approximation of the solutions to the McKean - Vlasov equation and to the Burgers equa-

tion. The McKean - Vlasov equation is obtained as the di�usive limit of a particle system,

describing the behaviour of a high density gas. Its solution is a probability law/density

and it can be represented as the law of the solution of an associated nonlinear stochastic

di�erential equation (for further details we refer the reader to [G]).

In their paper, Bossy and Talay choose to approximate the McKean - Vlasov limit by

replicating the behaviour with a system of n weakly interacting particles, each following a

sde discretized in time with step h 2 (0; 1]. In [BT1] it is proved that when n ! 1 and

h ! 0, then the empirical distribution function of these n particles converges towards the

solution of the McKean - Vlasov limit with a rate at least of the order 1p
n
+
p
h. Through

some simulations it can be clearly seen that the rate in n is optimal but that the rate in h

is probably better than
p
h.

In this article, we prove that the rate of convergence of the scheme constructed by Bossy

and Talay is actually at least of the order 1p
n
+ h, as they also suspected on the basis of

some numerical simulations they ran.

To make our introduction more precise, we recall that the McKean - Vlasov equation

can be described by means of four Lipschitz kernels a(x; y), b(x; y), f (x; y) and g(x; y) from

R2 to R and of a di�erential operator, acting on the probability measures, de�ned by

L(�)h(x) =
1

2

�
b(x;

Z
g(x; y)d�(y))

�2
h00(x) +

�
a(x;

Z
f (x; y)d�(y))

�
h0(x):

A family of probability measure f�tgt�0 is said to be the solution of the McKean - Vlasov

equation if it solves

(1.1)

8<
:

d

dt
< �t; h >=< �t; L(�t)h >; 8 h 2 C1

K (R); (compact support)

�t=0 = �0;

where �0 is an initial probability measure. Applications and a general discussion about the

above equation can be found in G�artner ([G]).

By associating a martingale problem to the operator L, �t can also be characterized

through the stochastic di�erential equation (sde)

(1.2) Xt = � +

Z t

0

a(Xs;

Z
f(Xs; y)d�s(y))ds +

Z t

0

b(Xs;

Z
g(Xs; y)d�s(y)) � dWs;

where �t denotes the law of the solution Xt, while W is a Wiener process on an extended

space, so that the natural �ltration is extended with an initial independent sigma algebra
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G0, to make � an F0-measurable random variable with law �0. As shown by G�artner, under

appropriate conditions on the coe�cients, there exists a unique strong solution of (1.2),

Xt, and its law, �t satis�es (1.1).

As we mentioned before, sde (1.2) is sometimes called non-linear, since its coe�cients

involve at the same time Xs and its law. In [BT1], it is suggested that the numerical

approximation of (1.2) must act on two levels. On one, the usual time discretization (see

[KP]) is needed, based on simulations of the increments of the driving process W . On the

other, it is necessary to use some empirical measure in order to approximate the measures

�s that appear in the coe�cients. To this purpose, the simulation scheme is expanded

introducing n independent driving Wiener processes, each generating a particle through an

equation that approximates (1.2) (for details see Section 3). These particles, denoted by

Xi, i = 1; :::; n, will interact with each other through their empirical measure, viewed as

an approximation of �s. By some kind of law of large numbers (or propagation of chaos as

it is better known), this interaction tends to disappear as n!1.

Bossy and Talay prove that the empirical distribution generated by the X i converges

to the law of X and therefore give a method to approximate the solution of the McKean

-Vlasov equation (1.1). More exactly they prove the following result, which we report here

for the reader's convenience, since we will comparatively refer to it.

Theorem 1.1: Let a(x; y) = b(x; y) = y and assume

(H-1) there exists a strictly positive constant c such that g(x; y) � c > 0; 8(x; y) 2 R2;

(H-2) the functions f and g are uniformly bounded on R2; f is globally Lipschitz and g

has uniformly bounded �rst partial derivatives;

(H-3) the initial law �0 satis�es one of the following

(i) �0 is a Dirac measure at x0
(ii) �0 has a continuous density p0 so that there exist constants M;� > 0, � � 0 such

that p0(x) � � exp(��x
2

2
) for jxj > M (if � = 0, �0 has compact support).

Furthermore, if u(t; �) is the distribution function ofXt and u(t; �) the empirical distribution

function of the sequence X i
t for i = 1; :::; n, then for any �xed t 2 [0; T ]

(1.3) Eku(t; �) � u(t; �)kL1() � C(
1p
n
+
p
h):

If we substitute (H-2) and (H-3) with the stronger conditions

(H-2') f 2 C2
b (R

2) and g 2 C3
b (R

2).

(H-3') The initial law �0 has a strictly positive density p0 2 C2(R) and there exist constants

M;�; � > 0 such that p0 + jp00(x)j+ jp000 (x)j � � exp(��x
2

2
) for jxj > M ,

then �t has a density, denoted by pt(�), and

(1.4) Ekpt(�)� 1

n

nX
j=1

��(X
j
t � x)kL1() � C(�+

1p
�
(
1p
n
+
p
h));
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where ��(z) =
e
�
z2

2�p
2��

.

The goal of our work is to prove that the rate in (1.3) is actually 1p
n
+h under conditions

comparable to (H-1), (H-2) and (H-3). We will �rst establish the result for the densities

showing that the optimal rate in (1.4) is of the order 1p
nh

+ h, when � = h, rather than

h+ 1p
nh

+
p
h+ 1.

Our e�orts clearly drew inspiration from the remarks made by Bossy and Talay (see

[BT1] and [BT2]), who gave numerical evidence that suggested the rate of convergence was

faster than what they proved.

Here we are able to achieve this better rate, by using completely di�erent techniques

from those in [BT1]. Indeed, we carefully employ Malliavin Calculus techniques together

with some ideas brought to light in a recent work by Kohatsu and Ogawa ([KO]).

Malliavin Calculus allows to establish when the marginal densities of the solution of a

sde exist and are regular, so it is indeed very apt to deal with equations, whose coe�cients

involve probability densities. The introduction of these techniques in this setting enabled

us also to weaken the hypotheses on the coe�cients as well as those on the initial density

function. We establish this result in Section 2 and it is quite related to similar ones obtained

by Florchinger (see [F]), who was interested in an application of Malliavin Calculus to

�ltering theory, which required the study of the smoothness of densities for time dependent

systems.

The main di�erence between Florchinger's results and ours is that we do not require

any boundedness for the coe�cients, since we show that a global H�older property in t is

indeed su�cient. This property is in fact satis�ed by the coe�cients of (1.2), so we can

apply the same results of existence and smoothness of the densities to the process under

study. Another di�erence is the introduction of an initial random variable. If one were to

introduce an uniform H�ormander type condition on the coe�cients, this di�erence would

be minor. But applications force the study of the case when the initial random variable

is supported on the whole real line. Therefore such an uniform H�ormander type condition

would be very restrictive. Here we only require some tail conditions on the initial random

variable. In order to carry out the proof in this case one needs to study carefully the

behaviour of all the bounds with respect to the initial random variable.

In Section 3 we study the approximation errors of the particle method used to approx-

imate the solution of (1.2), this analysis relies on a technique very di�erent from the one

used by Bossy and Talay. We try to avoid as much as possible any Lp estimates in order

to obtain the rate h instead of
p
h in (1.3). This is obtained via an approximation method

which is brie
y explained at the end of Theorem 3.7.

The basic idea is as follows: Consider formally the quantity

EkE(�x(Xt))� 1

n

nX
j=1

��(X
j

t � x)kL1()

� kE(�x(Xt))�E(�x(X
1
t ))kL1() +EkE(�x(X1

t )) �
1

n

nX
j=1

��(X
j
t � x)kL1()
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The second term is about the order 1p
n
(some correlation structure between the Xj has to

be studied). The �rst is a term of the same kind that arises in classical weak approximation

procedures, except that in our case discretization both in time and in space (measure

discretization) is used. By analyzing separately the two discretizations one gets a rate of

convergence of the order of h+ 1p
n
.

To carry out this idea is not as easy as explained above. It presents some extra compli-

cations with respect to the classical case of di�usions. But it is essential for our method to

work, that we run a separate study of the time and space discretizations.

The results for approximations of the distribution function of Xt are obtained with

similar techniques as those used for the density functions. For this reason we decided to

explain in detail this second case, technically more demanding, and to sketch the proofs

for the �rst.

We hope the methods exposed here will help develop similar results also for the Burgers

equation and in general, for non-linear equations.

Our results can be easily written in the multidimensional case, but to keep notations

and proofs simple, we decided to restrict ourselves to only one dimension.

The paper is subdivided as follows. In Section 2, we give the preliminary results that

enable to conclude the existence and smoothness of the densities of the solution of (1.2).

This is where we modify Florchinger's results to our needs. In Section 3 we establish our

results for densities, while in section 4 we summarize those and we derive the distribution

function case.

As usual we adopt the convention of writing the same letter (usually C) for a constant

even if it changes from line to line. This constant is always independent of h, n and the

partition of the time interval. Unless otherwise stated we will also assume without loss of

generality that all constants are bigger than 1.

2. Preliminary results

Let [0; T ] be a �nite time interval and (
;F ; P ) a complete probability space, where a

standard one dimensional Brownian motion, W , is de�ned. We consider the equation

(2.1) Xt = � +

Z t

0

a(Xs; F (Xs;�s))ds+

Z t

0

b(Xs; G(Xs; ;�s)) � dWs;

where � is an F0-measurable random variable, such that � 2
\
p�1

Lp. By F (x;�s) or

G(x;�s) we denote the functions given by

Z
�(x; y)d�s(y) (� = f; g, respectively), where

�s indicates the distribution of Xs. Lastly, the functions

b; a : R2 �! R f; g : R2 �! R

are all smooth with bounded derivatives, let us call M the common constant dominating

these all. This set of hypotheses will hold throughout the paper and we refer to it as (H0).

We are going to study the existence and smoothness of the density of the solution of

(2.1). From now on, for ease of writing, we will call �a(t; x) = a(x; F (x;�t)) and �b(t; x) =

b(x;G(x;�t)). Next, we introduce a series of hypotheses that we need for our goal.
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Assumptions:

(H1) There exist an integer m and a positive constant c, such that

mX
i=0

X
v2Ii

v(0; �)2 � c > 0 a:e: ;

where the sets Ii are given by

I0 = f�bg; : : : ; In = f [�b; v]; [�a; v]; v 2 In�1g
and ( [�; �] denotes Lie bracket. In this context, the coe�cients are to be understood

as vector �elds, that is �b(t; x) = �b(t; x) d

dx
).

(H2) The function b is bounded, let us say by the same constant M as in (H0).

(H3) � has a density u0 for which there exist positive constants �, �, � and � such that

u0(x) � � exp(��x�) for jxj � �:

With this notation, the hypothesis corresponding to (H-1) in Theorem 1.1 should be
�b(0; x) � c > 0, for all x 2 R and it is clear that (H1) requires much less than this.

Hypothesis (H2) is similar to (H-2') in Theorem 1.1, note that the smoothness in the

coe�cients is needed here to be able to study the smoothness of the density. Finally, (H3)

is slightly weaker than the corresponding (H-3').

Another di�erence is given by the fact that in Theorem 1.1 all three conditions are

assumed, while we are going to show, by means of Malliavin Calculus techniques, that is

necessary to assume only (H1) and either (H2) or (H3).

Since all the results in the paper rely heavily on Malliavin Calculus, we want to introduce

here some of its terminology very brie
y.

Form 2 N, we denote by C1
b (Rm) the set of C1 bounded functions f : Rm �! R, with

bounded derivatives of all orders and we assume that an m�dimensional Wiener process

is de�ned on a probability space, (actually we will use m = 1; m = 2 or m = 3).

If we denote by S the class of real random variables F that can be represented as

f(Wt1 ; : : : ;Wtn) for some n 2 N and f 2 C1b (Rnm), we can complete this space under the

norm k �k1;p given by

kF k p1;p = E(jF jp) +
0
@ mX
j=1

E(

Z T

0

jDj
sF j2ds)

p
2

1
A ;

where Dj is de�ned as Dj
sF =

nX
i=1

@f

@xij
(Wt1 ; : : : ;Wtn)1[0;ti](s), for j = 1; : : : ;m; obtaining

a Banach space, usually indicated with D1;p. Analogously, we can construct the space Dk;p,

by completing S under the norm

kF kp
k;p

= E(jF jp) +
kX

j=1

X
k1+���+km=j

E

 
(

Z T

0

: : :

Z T

0

jDm;km
sj :::sj�km

: : :D1;k1
sk1 :::s1

F j2ds1 : : : dsj)
p
2

!
;
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where Di;l
s1:::sl

F = Di
s1
: : :Di

sl
F . Finally, we denote D1 =

\
p�1

\
k�1

D
k;p.

The adjoint of the closable unbounded operator

Dj : D1;2 � L2(
) �! L2([0; T ]� 
)

is usually denoted by �j and it is called the Skorohod integral. The domain of �j is the set

of all processes u 2 L2([0; T ]� 
) such that�����E
 Z T

0

Dj

tFutdt

!����� � C kF k2 8 F 2 S;

for some constant C depending possibly on u.

If u 2 Dom(�j), then �j(u) is the square integrable random variable determined by the

duality relation

E(�j(u)F ) = E(

Z T

0

D
j

tFutdt) 8 F 2 D1;2:

In the multidimensional case we consider � =
P

j
�j .

Finally, for a, possibly d-dimensional, random variable F we denote its Malliavin covari-

ance matrix by 
F and it is de�ned as


hkF =

mX
j=1

Z T

0

< Dj
sF

h;Dj
sF

k > ds h; k = 1; :::; d:

The Malliavin covariance matrix plays a key role when one wants to determine the existence

and the smoothness of the densities of the solutions of stochastic di�erential equations.

Namely, following [N1] (Proposition 2.1.1, page 78), we have that for any random variable

F 2 D1;p
loc

for some p > 1, if 
F is almost surely invertible, then the law of F is absolutely

continuous with respect to Lebesgue measure, moreover if F 2 D1;2 and 
�1
F DF is in

Dom(�) then F has a continuous and bounded density given by

f (x) = E
�
1fF>xg�(


�1
F DF )

�
:

In particular we will use the fact that if F 2 D1 and j
�1
F
j 2 T

p>1 L
p then F has an

in�nitely di�erentiable density (see [N1], Corollary 2.1.2).

Having introduced all the necessary terminology we �rst quote a result from [KO] about

existence and integrability of the solution of (2.1).

Theorem 2.1: Let us assume that (H0) is satis�ed, then there is a unique strong solution

of (2.1) such that, for all p > 1

E(sup
s�T

jXsjp) � 1:

Furthermore Xs 2 D1 for all s 2 [0; T ].

We are now able to state and prove the main result of this section about the marginal

densities of X. We remind the reader that, from now on, we will assume all our quantities

to be one dimensional and we will use the multidimensional notation for Malliavin Calculus

only later on, when needed. In this setting the Malliavin covariance matrix clearly reduces

to 
F = jjDF jj2
L2(T )

.
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Theorem 2.2: Assume that (H0) and (H1) are satis�ed together with either (H2) or (H3).

Then 
�1
Xt

2
\
p�1

Lp and Xt has a smooth density.

Proof: As a starting point, let us remark that equation (2.1), with the new notation, can

be rewritten as

(2.2) Xt = � +

Z t

0

�a(s;Xs)ds+

Z t

0

�b(s; Xs) � dWs;

where in fact the coe�cients are time dependent. Moreover, because of (H0), �a and �b are

smooth in space with bounded derivatives (hence they are also globally Lipschitz) and they

are globally H�older of order 1=2 in time. Indeed, for s; t 2 [0; T ],

j�b(t; x)� �b(s; x)j = jb(x;
Z

g(x; y)d�t(y))� b(x;

Z
g(x; y)d�s(y))j

�M j
Z

g(x; y)d�t(y)�
Z

g(x; y)d�s(y)j =M jE(g(x;Xt)� g(x;Xs))j

�M2E(jXt �Xsj) �M2E(jXt �Xsj2) 12 � Cjt� sj 12 ;
the same applies to �a. Renaming M properly, we may assume without loss of generality

that there exists a common constant M bounding both the derivatives and the H�older's

constant C.

If it is (H2) to hold, one can follow exactly the same proof as in [F] (Theorem 1.2.7),

with only two slight modi�cations and for this reason we refer the reader to Florchinger's

paper, indicating only what formal changes are needed.

The �rst di�erence lies in the fact that Florchinger considers both coe�cients to be

bounded, while here we are taking only the di�usion one as such. By examining carefully

his proof, it can be realized that the boundedness of the coe�cients is required in order to

de�ne a certain constant, denoted KX in inequality (1.17) of page 208

KX = sup
r2f0;:::;mg

sup
(t;x)2[0;T ]�

(jXr(t; x)j+ jDXr(t; x)j;

where X0 is the drift coe�cient, while X1; : : : ;Xm are the di�usion ones. In truth, the

hypothesis on the drift coe�cient is redundant, in fact the proof involves only the di�usion

ones, therefore it is holds if we simply drop the requirement for r = 0. In our case this

amounts to using the constant

Kb = sup
(t;x)2[0;T ]�

(j�b(t; x)j+ jD�b(t; x)j);

which is certainly bounded, by virtue of (H2).

When b is bounded the second di�erence becomes minor. This di�erence consists of

changing the initial condition in [F] from a deterministic to a random one, the same ar-

gument goes through, thanks to the integrability of �. One then proceeds along the same

lines and proves the smoothness of the densities of the solution.
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Let us now assume (H3). Here the fact that � is random creates a signi�cant problem as

b is not bounded anymore. In fact bounds for � will show up in almost all the expressions

(through the presence of � ) when using the Lipschitz property of b. This argument is

somewhat involved, although the basic idea may be simple. As quite a few changes are

required, we explain the technique more at length.

In this case �a and �b may be not bounded, but we are able to compensate this drawback

by the fact that they are H�older uniformly on the whole space, while in [F] this property

is satis�ed only locally.

Let �t denote the derivative of the stochastic 
ow associated with equation (2.2) and

��1 the inverse 
ow, then both sup
s�t

j�t(�)j and sup
s�t

j��1
t (�)j 2

\
p�1

Lp and we can write the

Malliavin derivative as DsXt = �t(�)�
�1
s (�)�b(s; Xs) (see [N1], page 109).

Since we already noticed that Xt 2 D1, to conclude the existence and regularity of the

density, it is enough to check that


�1
Xt

= [(�t(�))
2

Z t

0

(��1
s (�))2�b(s;Xs)

2ds]�1 2
\
p�1

Lp:

Using the Lp boundedness of �t(�) and Lemma 2.3.1 in [N1], this amounts to show that for

all p � 2 there exists �0(p) such that for all � � �0(p)

(2.3) P

�Z t

0

(��1
s (�))2�b(s;Xs)

2ds < �

�
� �p:

In order to do so, we divide this probability into two parts, by �xing � 2 R+

P (

Z t

0

(��1
s (�))2�b(s;Xs)

2ds < �) � P (

Z t

0

(��1
s (�))2�b(s;Xs)

2ds < �; j�j � �) + P (j�j � � )

= p1 + p2:

Clearly for p2 we will use hypothesis (H3), which gives P (j�j > �) � C exp(����) for
� � �. At the end of the proof, we will specify how to choose � to have (2.3) satis�ed.

As for p1, we �rst note that, given (H1) and j�j � � , one also has that

(2.4)

mX
i=0

X
v2Ii

v(s; y)2 � 3c

4
> 0; a.e.

for jy � �j � R and s � R2, where we can chose

R =
c

4(L(1 + � ) +
p
L2(1 + � )2 + cL)

:

(Here L = 2m+1 max
v2Ii;i=0;:::;m

Kv(Kv + jv(0; 0)j), where Kv denotes the maximum of the

Lipschitz and the H�older constants of v for v 2 Ii, i = 0; :::; m).
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Moreover the following property holds:

(2.5) R 2 [
c

4L(2(1 + � ) + c)
;
c

4L
];

for some universal constant c. Let us �x the quantities r = R=2 and t0 = R2=2; clearly,

without loss of generality, we can assume that t0 � t, moreover we de�ne the stopping time

� = inffs : jXs � �j � r or j��1
s (�) � 1j � 1

2
g ^ t0. To subdivide further p1, we take a

partition 0 = t0 < t1 < ::: < tN = t0 with mesh jti+1 � tij < � := �4 and N = [ t
0

�
] + 1, so

that we can write

p1 � P (

Z �

0

NX
i=0

(��1
s (�)�b(s;Xs))

21[ti;ti+1)(s)ds < �; j�j � � )

� P

 Z �

0

NX
i=0

j(��1
s (�)�b(s; Xs))

2 � (��1
ti;s

(�)�b(ti; Xti;s))
2j1[ti;ti+1)(s)ds >

�

2
; j�j � �

!

+ P

 Z �

0

NX
i=0

(��1
ti;s

(�)�b(ti;Xti;s))
21[ti;ti+1)(s)ds <

3�

2
; j�j � �

!

= p11 + p12;

where Xti;s stands for the process de�ned as the solution of

Xti;s = Xti +

Z s

ti

�a(ti;Xti;u)du+

Z s

ti

�b(ti;Xti;u) � dWu

and similarly �ti;s stands for the derivative of the 
ow associated to the above equation.

The rest of the proof consists of proving the following two assertions

p11 � O(�q)(A.1)

p12 � � q=�O(�q); for some �xed � > 0 and any q > 0; � � �:(A.2)

To prove (A.1), one has to estimate for ti � s ^ � the di�erence under the integral sign

j (��1
s (�)�b(s;Xs))

2 � (��1
ti;s

(�)�b(ti;Xti;s))
2 j

=j ��1
s (�)�b(s;Xs)� ��1

ti;s
(�)�b(ti; Xti;s) j j ��1

s (�)�b(s;Xs) + ��1
ti;s

(�)�b(ti;Xti;s) j
��j��1

s (�)� ��1
ti;s

(�)j j�b(s;Xs)j+ j��1
ti;s

(�)j j�b(s;Xs)� �b(ti; Xti;s)j
	

� �j��1
s (�)� ��1

ti;s
(�)j j�b(s;Xs)j + j��1

ti;s
(�)j j�b(s;Xs) + �b(ti;Xti;s)j

	
��j��1

s (�)� ��1
ti;s

(�)j �j�b(s;Xs)� �b(s; �)j+ j�b(s; �)� �b(s; 0)j+ j�b(s; 0)j�
+ j��1

ti;s
(�)j �j�b(s;Xs)� �b(s;Xti;s)j+ j�b(s; Xti;s)� �b(ti; Xti;s)j

�	
� �j��1

s (�)� ��1
ti;s

(�)j �j�b(s;Xs)� �b(s; �)j+ j�b(s; �)� �b(s; 0)j+ j�b(s; 0)j�
+ j��1

ti;s
(�)j �j�b(s;Xs)� �b(s;Xti;s)j+ j�b(s; Xti;s)� �b(ti; Xti;s)j+ 2j�b(ti;Xti;s)j

�	
:
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But the function �b is continuous, hence sup
s2[0;T ]

j�b(s; 0)j = c0 < 1; besides it is globally

Lipschitz in x and uniformly H�older in t of order 1=2 with constant M in the whole space.

Taking into account all these factors and the running hypotheses (mainly, s � �), we have

j�b(s; �) � �b(s; 0)j �M j�j
j�b(s; Xs)� �b(s; �)j �M jXs � �j �Mr

j�b(s;Xs)� �b(s;Xti;s)j �M jXs �Xti;sj
j�b(s; Xti;s)� �b(ti; Xti;s)j �M js� tij

1
2 �M�

1
2 =M�2:

By choosing k1 = maxfc0;Mg, we may conclude

j(��1
s (�)�b(s;Xs))

2 � (��1
ti;s

(�)�b(ti; Xti;s))
2j

�k21fj��1
s (�)� ��1

ti;s
(�)j(r + j�j+ 1) + j��1

ti;s
(�)j(jXs �Xti;sj+ �2)g

� fj��1
s (�)� ��1

ti;s
(�)j(r+j�j+ 1) + j��1

ti;s
(�)j(3jXs�Xti;sj+ �2 + 2(r + j�j+ 1))g

�c1fj��1
s (�)� ��1

ti;s
(�)j(r + j�j+ 1) + j��1

ti;s
(�)j(jXs �Xti;sj+ �2)g

� fj��1
s (�)� ��1

ti;s
(�)j(r + j�j+ 1) + j��1

ti;s
(�)j(jXs �Xti;sj+ �2 + r + j�j+ 1)g;

where c1 was chosen as 3k21. This estimate is the �rst di�erence between the argument

presented in [F] and ours. Applying it, one obtains (from now on, we omit the dependence

in � and we denote by Ji the intervals [ti ^ �; ti+1 ^ �) )

p11 �
NX
i=0

P

�
c1

Z
Ji

fj��1
s � ��1

ti;s
j(r + j�j+ 1) + j��1

ti;s
j(jXs �Xti;sj+ �2)g�

fj��1
s � ��1

ti;s
j(r + j�j+ 1) + j��1

ti;s
j(jXs �Xti;sj + �2 + r + j�j+ 1)gds > �

2N
; j�j � �

�
:

To evaluate the right side of the previous inequality, for a �xed K 2 R+, we introduce the

following sets

Ai = fsup
s2Ji

j��1
s � ��1

ti;s
j � K�g; Bi = fsup

s2Ji
jXs �Xti;sj � K�g;

A�
i = Ai \ fj�j � �g; B�

i = Bi \ fj�j � �g:

Just for briefness, in the next few lines we will indicate with Ls the process under the

integral sign in the estimate of p11. With this notation we have

p11 �
NX
i=0

P

�
c1

Z
Ji

Lsds >
�

2N
; j�j � �

�
�

NX
i=0

�
P

�
fc1
Z
Ji

Lsds >
�

2N
g \ (A�

i \B�
i )

��

+

NX
i=0

�
P

�
fc1
Z
Ji

Lsds >
�

2N
g \ (Ac

i [Bc
i ) \ fj�j � �g

��
:
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Let us consider the �rst probability; by construction, on (A�
i \B�

i ) we have

j�j � � ; sup
s2Ji

j��1
s � ��1

ti;s
j � K� and jXs �Xti;sj � K�:

Because of the way we chose the partition, we know that jJij � � = �4; besides, all its

points are less than or equal to �, so necessarily j��1
s j � 3

2
for s 2 Ji, which, jointly with

the fact of being on A�
i , implies

j��1
ti;s
j � 3

2
+K�:

Also, the random variable V = V (�; r) = r+j�j+1 is bounded on those sets. Consequently,

on (A�
i \B�

i ) for all s 2 Ji, we obtain

fj��1
s � ��1

ti;s
jV + j��1

ti;s
j(jXs �Xti;sj+ �2)gfj��1

s � ��1
ti;s
jV + j��1

ti;s
j(jXs �Xti;sj + �2+ V )g

=[j��1
s � ��1

ti;s
jV + j��1

ti;s
j(jXs �Xti;sj+ �2)]2 + V [j��1

s � ��1
ti;s
jV + j��1

ti;s
j(jXs �Xti;sj+ �2)]

�[K�V + (
3

2
+K�)�(K + �)]2 + V [j��1

s � ��1
ti;s
jV + (

3

2
+K�)(jXs �Xti;sj+ �2)]:

Therefore we can conclude
NX
i=0

P

�
fc1
Z
Ji

Lsds >
�

2N
g \ (A�

i \B�
i )

�

�
NX
i=0

P

�
fc1
Z
Ji

�2[KV + (
3

2
+K�)(K + �)]2ds >

�

4N
g \ (A�

i \B�
i )

�

+

NX
i=0

P (f�c1V 2 sup
s2Ji

j��1
s � ��1

ti;s
j > �

12N
g \ (A�

i \B�
i ))

+

NX
i=0

P (f�c1V (3
2
+K�) sup

s2Ji
jXs �Xti;sj >

�

12N
g \ (A�

i \B�
i ))

+

NX
i=0

P (f�c1V (3
2
+K�)�2 >

�

12N
g \ (A�

i \B�
i )):

Recalling that �N < t0 + � < 2t0, we can dominate the above by

NX
i=0

P

�
fc1
Z
Ji

Lsds >
�

2N
g \ (A�

i \B�
i )

�

�
NX
i=0

fP (2�c1K2V 2 >
1

16t0
) + P (2c1�

2(
3

2
K + �)2(K + �)2 >

�

16t0
)g

+

NX
i=0

fP (c1V 2 sup
s2Ji

j��1
s � ��1

ti;s
j > �

24t0
)g

+

NX
i=0

fP (c1V (3
2
+K�) sup

s2Ji
jXs �Xti;sj >

�

24t0
) + P (c1V (

3

2
+K�)�2 >

�

24t0
)g:

13



It is clear that the second probability can be made equal to zero, for � small enough.

Also the random variable V is in Lp, for all p, therefore, if we take � small, we have
3
2
+K� < 3

2
+K = k2 and by Chebyshev's inequality the �rst and �fth probability can be

dominated by

P (2�c1K
2V 2 >

1

16t0
) � (32c1t

0K2)p�pE(V 2p)

P (c1V (
3

2
+K�)�2 >

�

24t0
) � (24c1t

0k2)
p�pE(V p):

It remains to estimate the third and fourth probability, again by using Chebyshev and

H�older's inequalities, we obtain

P (c1V
2 sup
s2Ji

j��1
s � ��1

ti;s
j > �

24t0
) � (24c1t

0)p

�p
(E[V 4p])

1
2 (E[sup

s2Ji
j��1
s � ��1

ti;s
j]2p) 12

P (c1V (
3

2
+K�) sup

s2Ji
jXs �Xti;sj >

�

24t0
) � [24c1t

0k2]
p

�p
(E[V 2p]E[sup

s2Ji
jXs �Xti;sj]2p)

1
2 :

At this point it is enough to follow the same proof as in Lemma 1.3.2.6 of [F] and one can

show that

E(sup
s2Ji

j��1
s (�)� ��1

ti;s
(�)jp) � C1�

p�2p(2.6)

E(sup
s2Ji

jXs �Xti;sjp) � C2�
p�2p;(2.7)

for all p � 2. These last two inequalities help us complete the estimation of p11, in fact,

if we call C3 = 32c1t
0max(K2; k2), applying (2.6) and (2.7) for � � �0, with �0 su�ciently

small,

p11 �
NX
i=0

P

�
fc1
Z
Ji

Lsds >
�

2N
g \ (Ac

i [Bc
i ) \ fj�j � �g

�

+
C
p

3

�p

NX
i=0

f2�2pE[V 2p]+[E(V 4p)E(sup
s2Ji

j��1
s � ��1

ti;s
j2p)] 12+ [E(V 2p)E(sup

s2Ji
jXs�Xti;sj2p)]

1
2 g

�
NX
i=0

P (Ac
i [Bc

i ) + C
p

3

NX
i=0

f2�pE(V 2p) + [(E(V 4p))
1
2C1 + (E(V 2p))

1
2C2]�

p�pg

�
NX
i=0

1

(K�)p
[E(sup

s2Ji
j��1
s � ��1

ti;s
jp) +E(sup

s2Ji
jXs �Xti;sjp)]

+C
p

3N�pf2E[V 2p] + [(E[V 4p])
1
2C1 + (E[V 2p])

1
2C2]�

pg

� N

(K�)p
(C1 + C2)�

p�2p + C
p

3N�pf2E[V 2p] + [(E[V 4p])
1
2C1 + (E[V 2p])

1
2C2]�

pg

��p�42t0
�

1

Kp
(C1 + C2)�

p + C
p

3f2E[V 2p] + [(E[V 4p])
1
2C1 + (E[V 2p])

1
2C2]�

pg
�

and the proof of (A.1) is �nished, once we choose p > 4, because V 2 T
p�1 L

p.
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In order to prove (A.2), we remark that, given (2.4), because of the de�nition of R, the

following H�ormander's condition holds.

(2.8)

mX
i=1

X
v2Ii

v(s; y)2 � 3c

4
> 0; a.e.

for jsj � R2, jy � �j � R.

For the probability p12, we can apply the standard techniques for di�usions with coe�-

cients not depending on time, as explained in [N1], Section 2.3.3. Indeed, the coe�cients

of the stochastic di�erential equation governing Xti;s are independent of t, since they have

been \frozen" at time ti. Furthermore the necessary H�ormander condition (2.8) is satis�ed.

Since this last point is computationally elaborate, we sketch the main steps here, referring

to Theorem 2.3.3 of [N1], whenever our passages are an exact replication of those explained

there.

The probability p12 can be split in the following manner

p12 �
N�1X
k=0

P (

Z �

0

NX
i=0

(��1
ti;s

(�)�b(ti;Xti;s))
21[ti;ti+1)(s)ds <

3�

2
; � 2 [tk; tk+1); j�j � �)

and let us consider each term in the sum

p013 = P (

Z �^t1

0

(��1
0;s

�b(0; X0;s))
2ds <

3�

2
; j�j � �)

pk13 = P (

NX
i=0

Z
Ji

(��1
ti;s

�b(ti;Xti;s))
2ds <

3�

2
; � 2 [tk; tk+1); j�j � � ) for k > 0:

Since ��1
0;s (�) 2 Lp for all p � 1, it is a standard argument (see the proof of Theorem 2.3.3

in [N1]) to prove that the �rst probability veri�es p013 � C4(1+ �)p��p, for every p > 2 and

for some constants � > 0 and C4, depending only on c; r; t1; L and p. For all the others,

we �rst notice that they can be dominated by

pk13 �
k�1X
i=0

P (

Z ti+1

ti

(��1
ti;s

�b(ti;Xti;s))
2ds <

3�

2k
; � > ti+1; j�j � �)

�
k�1X
i=0

P (

Z �i

ti

(��1
ti;s

�b(ti; Xti;s))
2ds <

3�

2k
; � > ti+1; j�j � � ) =

k�1X
i=0

pik14;

where �i = inffs � ti : jXti � Xti;sj � R � r or j��1
ti

� ��1
ti;s
j � 1=4g ^ ti+1. Besides

condition (2.8) implies that the following H�ormander's condition is satis�ed

(2.9)

mX
j=0

X
v2Ij

v(ti; yi)
2 � 3c

4
> 0; a.e. if ti � � and jyi �Xti j � R� r =

R

2
:
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We now have all the necessary ingredients to obtain the last estimates by following similar

steps as in Theorem 2.3.3 in [N1]. Thus we decompose pik14 even further, by means of the

sets

E0 =f
Z �i

ti

(��1
ti;s

�b(ti;Xti;s))
2ds <

3�

2k
; � > ti+1g;

Ej =f
X
v2Ij

Z �i

ti

(��1
ti;s

v(ti;Xti;s))
2ds < (

3�

2k
)n(j); � > ti+1; j�j � �g; n(j) = 2�4j

and if we call F = \mj=0Ej , we have

pik14 = P (E0 \ [j�j � � ]) � P (F \ fj�j � �g) +
mX
j=0

P (Ej \Ec
j+1 \ fj�j � �g):

As in step 1 of Theorem 2.3.3 in [N1], we consider the �rst part

P (F \ fj�j � �g) � P (

mX
j=0

X
v2Ij

Z �i

ti

(��1
ti;s

v(ti; Xti;s))
2ds <

mX
j=0

(
3�

2k
)n(j); � > ti+1; j�j � � )

If �i � ti � ( �
k
)� for some 0 < � < n(m), then (2.9) implies for � � �0

mX
j=0

X
v2Ij

Z �i

ti

(��1
ti;s

v(ti; Xti;s))
2ds � 3c

64
(
�

k
)� ;

so the above event can be partitioned between f�i � ti � ( �
k
)�g and its complement, the

�rst intersection being empty for � small enough. Recalling the de�nition of �i, this implies

that

P (F \ fj�j � �g) � P (�i � ti � (
�

k
)�)

� P ( sup
ti�s�ti+( �k )

�

jXti;s �Xti j �
R

2
) + P ( sup

ti�s�ti+( �k )
�

j��1
ti;s

� ��1
ti
j � 1

4
)

� Cp(1 + � )p(
�

k
)�p;

where we used inequalities (2.6), (2.7) and the fact that
2

R
� 8L[2(1 + �) + c]

c
. The

constant Cp hence depends on C1; C2; d1; d2.

Analogously, as in step 2 of Theorem 2.3.3 in [N1], we can obtain a similar estimate for

all the other terms, that is to say

mX
j=0

P (Ej \Ec
j+1 \ fj�j � �g) � �Cp(1 + �)p(

�

k
)�p:
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Substituting back we get that for p > 2
�
,

p12 � p013 +

N�1X
k=1

k�1X
i=0

pik14 � C4(1 + �)p��p +

N�1X
k=1

k�1X
i=0

C1
p(1 + � )p(

�

k
)�p

� C4(1 + � )p��p + �p�C1
p(1 + �)p

N�1X
k=1

k(1��p) � C(1 + �)p�p� ;

where C depends on all the previous constants, � and t0, so (A.2) is proven.

Putting all our ingredients together, we �nally obtain that for any q > q0, for a proper

q0,

P (

Z t

0

(��1
s (�))2�b(s;Xs)

2ds < �) � p1 + p2 � C[(1 + � )q=��q + exp(����)]

and choosing � = O(j log(�q=�)j1=�) the result follows. �

>From the previous theorem we know that there exists a unique solution to (2.1) with

smooth density, which we denote by pt(x), that we are eventually interested in approxi-

mating.

In order to relate the unique solution of (2.1) to the McKean-Vlasov equation we recall

that, under appropriate conditions (see [G]), the distribution function of Xt, denoted by

u(t; x), satis�es the equation

(2.10)

8><
>:

@u

@t
(t; x) =

1

2

@

@x
[b2(x;G(x;u(t; x)))

@u

@x
(t; x)] � a(x; F (x;u(t; x)))

@u

@x
(t; x)

u(0; x) = P (� � x) :

Assuming enough regularity of the solution, by di�erentiating the above equation, one

obtains that the density of Xt, denoted by pt(x) � p(t; x), satis�es the following non-linear

equation

(2.11)

8><
>:
@p

@t
(t; x) =

1

2

@2

@x2
[b2(x;G(x;

Z x

�1
p(t; y)dy))p(t; x)]� @

@x
[p(t; x)a(x;F (x;

Z x

�1
p(t; y)dy))]

u(0; x) = p0(x) :

Therefore, it becomes of interest to approximate both the distribution and density function

of Xt for �xed t > 0.

In order to do this, in the next section we introduce a particle method described in

Bossy and Talay [BT1] and [BT2] and we evaluate the rate of convergence of this method

to the solution.
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3. Particle method

In this section we describe the actual particle method that we use to approximate pt(x),

the density of the solution of (2.1).

In order to do so, we proceed by steps.

(1) Approximate the density pt(x) by Gaussian densities, i.e.

pt(x) =

Z
�x(y)pt(y)dy �

Z
�h(y � x)pt(y)dy = E(�h(Xt � x));

where �h(z) =
e
�
z2

2hp
2�h

.

(2) Consider the di�erence

pt(x)�E(�h(Xt � x)):

(3) Given a partition � = f0 = t0 < t1 < � � � < tn = Tg, which without loss of

generality we assume to be uniform with mesh h, i.e. h = �t = ti+1 � ti for any i,

we de�ne the Euler scheme for equation (2.1) as

(3.1) Yt = Y�(t) + a(Y�(t); F (Y�(t); v�(t)))(t� �(t)) + b(Y�(t); G(Y�(t); v�(t)))(Wt �W�(t));

where �(t) = supfti � t : ti 2 �g and F (x; v�(t)) =

Z
f(x; y)dv�(t)(y), with vs

denoting the distribution of Ys.

(4) Consider the di�erence

E(�h(Xt � x))�E(�h(Yt � x))

(5) Generate n independent copies of the Euler scheme, that we denote by Y i and

consider the di�erence

E(�h(Yt � x))� 1

n

nX
j=1

�h(Y
j
t � x):

(6) Consider the Euler/weakly interacting particle system given by

(3.2) Xi
t =Xi

�(t)+a(Xi
�(t); F (X

i
�(t); �u�(t)))(t��(t))+b(X i

�(t); G(X
i
�(t); �u�(t)))(W

i
t �W i

�(t))

where �u�(t)(dx) =
1

n

nX
j=1

�
X
j
�(t)

(dx).

(7) Consider the di�erence

1

n

nX
j=1

�h(Y
j

t � x)� 1

n

nX
j=1

�h(X
j

t � x):

A similar procedure is followed to analyze the approximations for distributions functions,

where the role of �h is played by its distribution function �h(x) =
R x
�1 �h(y)dy. Our aim

is to show the following result
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Theorem 3.1: Assume (H0), (H1) and either (H2) or (H3). Then for any �xed t 2 (0; T ],

Z
E

0
@ju(t; x)� 1

n

nX
j=1

1fXj
t�xgj

1
A dx � C(h+

1p
n
);(3.3)

Z
E

0
@jpt(x)� 1

n

nX
j=1

�h(X
j

t � x)j
1
A dx � C(h+

1p
n
+

1p
nh

) :(3.4)

Furthermore, if we choose n = O( 1
h
)k for some k > 0, then for each p > 1, there exists a

positive constant Cp independent of h (and n) such that

sup
x2

E

0
@ju(t; x)� 1

n

nX
j=1

�h(X
j

t � x)j
1
A � Cp(h+

1
p
nh

p�1
2

);(3.5)

sup
x2

E

0
@jpt(x)� 1

n

nX
j=1

�h(X
j

t � x)j
1
A � Cp(h+

1p
n
+

1
p
nh1�

1
2p

):(3.6)

Before moving toward this goal, we want to mention a result from [KO], that will provide

an important requirement for the subsequent proofs.

Lemma 3.2 ([KO]): Let Xt and Yt be de�ned respectively by (2.1) and by (3.1) and let

condition (H0) be ful�lled.

Then Xt; Yt 2 D1 for any t 2 [0; T ] and for any n = 0; 1; ::: and any �xed q � 1 we have

sup
s1;:::;sn�T

E[sup
t�T

jDs1 : : :DsnXtj2q] + sup
s1;:::;sn�T

E[sup
t�T

jDs1 : : : DsnYtj2q] � C;

sup
s1;:::;sn�T

E[sup
t�T

jDs1 : : :Dsn(Xt � Yt)j2q] � Chq;

with C a positive constant that depends only on M , q; n and T .

By virtue of this Lemma, we can prove the following result about the Malliavin covari-

ance matrix that, later on, will help us establish the convergence rate of the approximations

towards the solution.

In the rest of the article we will assume that (H0), (H1) are satis�ed and that either one

of (H2) or (H3) is satis�ed.

Lemma 3.3: Let � be a constant in [0; 1] and let �W denote a Wiener process independent

of W , then for any �xed s; t 2 [0; T ] and p 2 N, we have

sup
�2[0;1]

k�(Yt�Xt)+a �Ws k1;p � K1

p
h+K2a; sup

h2(0;1]
sup

�2[0;1]
k
�1

Xt+�(Yt�Xt)+
p
h �Ws

kp <1:
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Proof: Let us denote by (�
; �F ; �P ) the canonical space where �W lives and let us de�ne the

Sobolev norms for the product space 
 � �
 in the natural manner, that is to say (having

denoted by P 0 = P � �P and E0 = E � �E)

kF k p
k;p

= E 0(jF jp) +
kX

j=1

X
k1+k2=j

E0
"
(

Z T

0

� � �
Z T

0

jD2;k2
sj ;::;sj�k2

� � �D1;k1
sj�k2 ;::;s1

F j2dsj : : : ds1)
p
2

#
;

where D1 = D and D2 = �D. We want to show that for any a 2 R+,

(3.7) sup
�2[0;1]

k�(Yt �Xt) + a �Ws k1;p � K1

p
h+K2a:

By de�nition, we have

k�(Yt �Xt) + a �Wskp1;p =E 0(j�(Yt �Xt) + a �Wsjp)+E0[(
Z T

0

jDr(�(Yt �Xt) + a �Ws)j2dr)
p
2 ]

+E 0[(
Z T

0

j ~Dr(�(Yt �Xt) + a �Wsj2dr)
p
2 ];

which, by independence, becomes

k�(Yt �Xt) + a �Ws kp1;p = E0(j�(Yt �Xt) + a �Wsjp)

+E[(

Z T

0

�2jDr(Yt �Xt)j2dr)
p
2 ] + �E[(

Z T

0

a2j �Dr
�Wsj2dr)

p
2 ]

� 2p�1[�pE(jYt �Xtjp) + ap �E(j �Wsjp)]

+ �pE[(

Z T

0

jDr(Yt �Xt)j2dr)
p
2 ] + (a2s)

p
2

� C(�p kYt �Xt kp1;p + ap k �Ws kp1;p):

But Lemma 3.2 gives that

E(sup
t�T

jYt �Xtjp) + sup
r�T

E(sup
t�T

jDr(Yt �Xt)jp) � C1;ph
p=2:

Thus, applying this in the previous inequality, we get

k�(Yt �Xt) + a �Ws kp1;p � C1;ph
p
2 + apk �Wskp1;p;

so our inequality is satis�ed.

For the second inequality, we subdivide the proof in steps.

Step 1: By Theorem 2.2, we have already proved

(3.8) k
�1
Xt
kp <1;
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Step 2: we want to show

(3.9) k
�1

Xt+�(Yt�Xt)+a �Ws
kp � 1

s

1

a2
:

Applying the de�nition of Malliavin covariance matrix, we have


Xt+�(Yt�Xt)+a �Ws
=

Z T

0

jDr(Xt + �(Yt �Xt))j2dr +
Z T

0

a2j �Dr
�Wsj2dr

=

Z t

0

jDrXt(1� �) + �DrYtj2dr + a2s � a2s:

Consequently we obtain (3.9).

Step 3: Let us consider the set A = fj
Xt+�(Yt�Xt)+a �Ws
� 
Xt j � 1

2
j
Xt j]. It is then clear

that we have

E0(j
�1

Xt+�(Yt�Xt)+a �Ws
jp) = E0(j
�1

Xt+�(Yt�Xt)+a �Ws
jp1A) +E0(j
�1

Xt+�(Yt�Xt)+a �Ws
jp1Ac)

� 2pE0(j
�1
Xt
jp1A) +E0(j
�1

Xt+�(Yt�Xt)+a �Ws
jp1Ac)

� 2pE0(j
�1
Xt
jp1A) + P (Ac)

1
2E0(j
�1

Xt+�(Yt�Xt)+a �Ws
j2p) 12 ;

since from (3.9) we know that E0(j
�1

Xt+�(Yt�Xt)+a �Ws
j2p) 12 � 1

a2s
, by taking a =

p
h and

using (3.8), we can conclude the proof if we notice that

P 0(Ac) � 2kE0(j
�1
Xt
jkj
Xt+�(Yt�Xt)+h �Wt

� 
Xt
jk) � Chk=2;

for any k. Taking k big enough, one obtains the result. �

In the light of the previous lemma, we can consider the �rst step of our approximation

procedure and obtain the following

Lemma 3.4: With the above notation and the hypotheses of Theorem 3.1, we have

sup
x2

jpt(x)�E(�h(Xt � x))j � Ch ;(3.10) Z
jpt(x) �E(�h(Xt � x))jdx � Ch;(3.11)

with C independent of h.

Proof: In order to evaluate (3.10), as we did in Lemma 3.3 let us consider a Brownian

motion �W , independent of the original one and let E 0 denote the expectation on the

canonical product space, while D and �D are the Malliavin derivatives with respect to W

and �W .
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The di�erence in (3.10) can be written as

pt(x)�E(�h(Xt � x)) = pt(x) �E0(�x(Xt + h
1
2 �W1)) = E0[�x(Xt)� �x(Xt + h

1
2 �W1)]:

But as Xt and Xt + h
1
2 �W1 have smooth densities, it is known that �a(y � x) ! �x(y) as

a! 0, so the last equality leads to

pt(x)�E(�h(Xt � x)) = lim
a!0

E0[�a(Xt � x)� �a(Xt + h
1
2 �W1 � x)]

= � lim
a!0

E0(�0a(Xt � x)h
1
2 �W1 +

1

2
�00a(�t � x)h �W 2

1 );

where we used the Taylor expansion up to the second order and �t represents a midpoint

between Xt and Xt + h
1
2 �W1. By virtue of the independence between X and �W , we also

have

pt(x)�E(�h(Xt � x)) = � lim
a!0

h
1
2E0(�0a(Xt � x))E0( �W1) +

1

2
E0(�00a(�t � x)h �W 2

1 )

= � lim
a!0

1

2
hE0(�00a(�t � x) �W 2

1 ):

Given this last equality, let us focus our attention on �t. We remark that for any smooth

function f we may rewrite the mean value theorem for two random variables M and N as

(3.12) f(M )� f(N ) =

Z 1

0

f 0(M + �(N �M ))d�(M �N )

and consequently in our case, we have

(3.13)

E0(�00a(�t � x) �W 2
1 ) = E0(

Z 1

0

�00a(Xt + �
p
h �W1 � x)d� �W 2

1 )

=

Z 1

0

E0(�00a(Xt + �
p
h �W1 � x) �W 2

1 )d�;

where in the last passage we used Fubini's theorem. In order to prove all the statements

involving a random midpoint one uses this exchange of integrals to work with speci�c

processes rather than random midpoints.

Following [N2], for any two random variables M;N 2 D1, so that 
�1
M

2 \p>1L
p and

f 2 C1p , the following integration by parts formula holds

(3.14) E(f (m)(M )N) = E(f(M )Hm(M;N)) for m � 1;

where Hm(M;N ) = H(M;Hm�1(M;N )) and

H1(M;N) = H(M;N) = �(N
�1
M
DM) + ��(N
�1

M
�DM )
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with � and �� the adjoint operators of D and �D respectively.

Moreover (see [N2] page 41), for any p > 1, there exist indices p1; p2; p3; �1; �2, depending

on m and p and a constant C = C(m;p; p1; p2; p3) such that

(3.15) kHm(M;N)kp � C k
�1
M
k�1p1 kM k�2m+1;p2

kN km;p3

byk�kd;b we mean the Sobolev norm, relative to (D; ~D), as de�ne d in section 2. Since the

proof is based on H�older's inequality for Sobolev norms, if the index p3 > p is assigned,

the other two indices p1; p2 can be determined accordingly. We can reexpress (3.15), in a

handier form, by saying that there exist integers h; k; l; �1�2

kHm(M;N )k p � C k
�1
M
k�1
lp
kM k�2

m+1;kp kN km;hp;

for a properly chosen constant C = C(m; p; h; k; l).

In our case, applying the integration by parts formula (3.14), we obtain

E0(�00a(�t � x) �W 2
1 ) =

Z 1

0

E0(�00a(Xt + �
p
h �W1 � x) �W 2

1 )d�

=

Z 1

0

E0(�a(Xt + �
p
h �W1 � x)H3(Xt + �

p
h �W1 � x; �W 2

1 ))d�;

where by �a we mean the Gaussian distribution function with density �a. Let us remark

that by de�nition, H results to be independent of x, hence H3(Xt + �
p
h �W1 � x; �W 2

1 ) =

H3(Xt + �
p
h �W1; �W

2
1 ) for any x 2 R. Besides, as � is a distribution function, 0 � �a � 1,

so from (3.15) for some constants k; d; b; d0; b0 and q0 we may conclude that

jE0(�00a(�t � x) �W 2
1 )j �

Z 1

0

E0(�a(Xt + �
p
h �W1 � x) jH3(Xt + �

p
h �W1; �W

2
1 )j)d�

� C

Z 1

0

k
�1

Xt+�
p
h �W1

k q
k
kXt + �

p
h �W1 kq

0

d;b
k �W 2

1 kd0;b0 d�:

By the independence of �W and X, for any k, k
�1

Xt+�
p
h �W1

kk �k
�1
Xt
kk, which is �nite by

Theorem 2.1. In this way this quantity is dominated independently of h and �. Moreover

k �W 2
1 k d0;b0 < 1 and kXt + �

p
h �W1 k d;b �kXt k d;b+ k �

p
h �W1 k d;b and the two terms are

bounded, the �rst because of Lemma 3.2, the second can be made bounded independently

of � and h, if we assume without loss of generality that h � 1.

Consequently we may conclude that there exists a constant C independent of h, a and

x such that

jE0(�00a(�t � x) �W 2
1 )j � C;

that implies

jpt(x) �E(�h(Xt � x))j � 1

2
Ch ;
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which concludes the proof of (3.10)

It remains to show inequality (3.11). We have

Z
jpt(x)�E(�h(Xt � x))jdx =

Z
j lim
a!0

h

2
E0(�00a(�t � x) �W 2

1 )jdx

=
h

2

Z
j lim
a!0

E0(
Z 1

0

�00a(Xt + �
p
h �W1 � x)d� �W 2

1 )jdx

� h

2

Z
lim
a!0

Z 1

0

jE0(�00a(Xt + �
p
h �W1 � x) �W 2

1 )jd�dx

=
h

2
lim
a!0

Z Z 1

0

jE0(�a(Xt + �
p
h �W1 � x)�

H2(Xt + �
p
h �W1; �W

2
1 ))jd�dx

� h

2

Z 1

0

E0(jH2(Xt + �
p
h �W1; �W

2
1 )j)d�:

In order to assure the interchange between the limit and the integral in the fourth passage,

we are going to show that the family of functions is uniformly integrable. This will conclude

the proof of (3.11).

Uniform square integrability su�ces, so we want to prove that

sup
a2(0;1]

Z Z 1

0

jE0(�a(Xt + �
p
h �W1 � x)H2(Xt + �

p
h �W1; �W

2
1 ))j2d�dx <1;

by exploiting the classical estimates on the exponential tails of the Gaussian density. For

�xed K 2 R+, let us divide the integral into two pieces

Z
=

Z
jxj�K

+

Z
jxj>K

= I1 + I2:

Using the same proof done for (3.10) we have that supa2(0;1] I1 < 2KC2
1 . For I2, let us

consider A = fjXt + �
p
h �W1j < jxj

2
g and let us notice that if we consider the function

	a(x) = �(1 � �a(x))1fx>0g + �a(x)1fx�0g, then 	0
a(x) = �a(x), hence by applying the

integration by parts, I2 can be rewritten as follows and

I2 =

Z
jxj>K

Z 1

0

jE0(	a(Xt + �
p
h �W1 � x)H3(Xt + �

p
h �W1; �W

2
1 )(1A+1Ac))j2d�dx

� 2

Z
jxj>K

Z 1

0

jE0(	a(Xt + �
p
h �W1 � x)H3(Xt + �

p
h �W1; �W

2
1 )1A)j2d�dx

+ 2

Z
jxj>K

Z 1

0

jE0(	a(Xt + �
p
h �W1 � x)H3(Xt + �

p
h �W1; �W

2
1 )1Ac )j2d�dx:
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On A we have that jXt + �
p
h �W1 � xj > jxj

2
, thus for jxj large enough, we can use the

estimate

	a(Xt + �
p
h �W1 � x) � exp(� x2

8a2
);

so thatZ
jxj>K

Z 1

0

jE0(	a(Xt + �
p
h �W1 � x)H3(Xt + �

p
h �W1; �W

2
1 ))1A)j2d�dx

�
Z
jxj>K

e�
x2

4a2

Z 1

0

E0(jH3(Xt + �
p
h �W1; �W

2
1 ))j2)d�dx � C <1 8 a 2 (0; 1]:

On Ac, it is enough to apply a Chebyshev's inequality to obtain thatZ
jxj>K

Z 1

0

jE0(	a(Xt + �
p
h �W1 � x)H3(Xt + �

p
h �W1; �W

2
1 )1Ac )j2d�dx

�
Z
jxj>K

Z 1

0

E0(jH3(Xt + �
p
h �W1; �W

2
1 )j2)P (Ac)d�dx

�
Z
jxj>K

Z 1

0

E0(jH3(Xt + �
p
h �W1; �W

2
1 )j2)

2k

jxjkE(jXt + �
p
h �W1jk)d�dx < C <1;

for k > 1 and all a 2 (0; 1]. �

We can pass to the second step of our procedure. This is rather more complicated than

the �rst one and it will need several lemmas for its proof. Here we introduce the �rst one

Lemma 3.5: Let W and ~W be two independent Brownian motions, so that equations

(2.1) and (3.1), de�ning X and Y , are driven by W , while the independent copies of those,
~X and ~Y , are driven by ~W . E00 = E� ~E denotes the expectation on the canonical product

space 
� ~
. Let V h; Zh be two sequences of processes adapted to the �ltration generated

by W , such that

(3.16)

sup
s1;:::;sn�T

E00[sup
t�T

jDs1 :::DsnV
h
t j2q] � CV

sup
s1;:::;sn�T

E00[sup
t�T

jDs1 :::DsnZ
h
t j2q] � CZ

for some constants CV ; CZ > 0, for some q � 4 and for all n = 0; 1; : : : ; 4.

Moreover let

� : R4 �! R; 
 : R+ � R4 �! R; � : R+ � R8 �! R

be di�erentiable real valued functions such that there exists positive constants C�, C� , C
 ,

upper bounds for the following respective quantities

(3.17)

jj�(i)jj1; and j�(0; 0)j; sup
s2[0;T ]

jj�(i)s jj1 and sup
s2[0;T ]

j�s(0; 0)j

sup
s2[0;T ]

jj
(i)s jj1 and sup
s2[0;T ]

j
s(0; 0)j;
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for all i = 1; :::; 4 (f (i) denotes any partial derivative or order i).

Let us set Us = (U1
s; U

2
s) = ((X�(s); Y�(s); ~X�(s); ~Y�(s)); (Xs; Ys; ~Xs; ~Ys)); then we have

(3.18)

�����E00
"
V h
t �(U

2
t )

Z t

0

Zh
s �s(Us)

Z s

�(s)


�(r)(U
1
�(r))dW

j1
r dW j2

s

#����� � CV CZC�C�C
Cht;

where dW 0
s = ds, and (W 1;W 2) = (W; ~W ) and j1; j2 = 0; 1; 2, with C a positive constant

depending only on the constant appearing in Lemma 3.2 and independent of h and all the

constants CV ; CZ ; C�; C� ; C
 .

Let �W be a Wiener process independent of W and ~W and let E000 = E � ~E � �E denote

the expectation in the cross product space supporting all 3 independent processes. Then

if in (3.16) we take q � 32, i = 1; :::; p+3 and �(U2
t ) = �(Xt; Yt) = �

(p)
h
2

(Xt+ �(Yt�Xt)+p
h �W 1

2
� x), we have that

(3.19)

�����E0
"
V h
t �(Xt; Yt)

Z t

0

Zh
s �s(Us)

Z s

�(s)


�(r)(U
1
�(r))dW

j1
r dW j2

s

#����� � CV CZC�C
Cht;

uniformly for � 2 [0; 1] and p 2 f0; 1g.
Obviously the constant C in (3.19) is di�erent from the one in (3.18) and we are taking

C� =1. We will sometimes use the notation Z�; �W
t = Xt + �(Yt �Xt) +

p
h �W 1

2
.

Proof: We will prove (3.18) only when j1 = 1; j2 = 1, which is computationally the most

cumbersome case, all the others can be treated similarly by applying the integration by

parts once or twice less. Later we will specialize the calculations for � = �
(p)
h
2

. To simplify

notation, we are going to omit the arguments of the functions.

Applying the integration by parts formula of Malliavin Calculus with respect to W , we

have

jE00[V h
t �

Z t

0

Zh
s �s

Z s

�(s)


�(r)dWrdWs]j = jE00[
Z t

0

DsfV h
t �gZh

s �s

Z s

�(s)


�(r)dWrds]j

= jE 00[
Z t

0

Z s

�(s)

Dr[DsfV h
t �gZh

s �s]
�(r)drds]j

�
Z t

0

Z s

�(s)

jE00[Dr[DsfV h
t �gZh

s �s]
�(r)]jdrds :

It is then clear that to obtain (3.18), it su�ces to show that

sup
s2[0;t]

r2(�(s);s]

jE00[Dr[DsfV h
t �gZh

s �s]
�(r)]j � CVCZC�C�C
C;

26



where C is a positive constant that depends only on T and the constant appearing in

Lemma 3.2.

Applying assumption (3.16) and H�older's inequality, we get

jE00(DrfDsfV h
t �gZh

s �s g
�(r))j
�E 00 �jDrDsfV h

t �gZh
s �s
�(r)j+ jDsfV h

t �gDrZ
h
s �s
�(r)j+ jDsfV h

t �gZh
sDr�s
�(r)j

�
�k
�(r) k 4

�kZh
s k 4(k�s k4 kDrDsfV h

t �gk4+kDr�sk 4 kDsfV h
t �gk4)

+ kDrZ
h
s k 4k�s k4 kDsfV h

t �gk4
	
:

>From now on, we will denote each component of U by U i for i = 1; :::; 8. We are going to

analyze each single term, indeed by assumptions (3.16) and (3.17) and H�older's inequality,

we may dominate each of them in the following manner

kZh
s k4 � CZ ; kDrZ

h
s k 4 � CZ ;(A)

jj
�(r)jj4 � jj
4X
i=1

@
�(r)

@xi
U i
rjj4 + jj
�(r)(0)jj4 � C
(

4X
i=1

jjU i
rjj4 + 1);(B)

k�s k4 � jj
8X
i=1

@�s

@xi
U i
sjj4+k�s(0)k4 � C�(

8X
i=1

jjU i
sjj4 + 1);(C)

kDr�s k4 � jj@�s
@x5

DrU
5
s +

@�s

@x6
DrU

6
s jj8 � C�(jjDr

~Xsjj4 + jjDr
~Ysjj4);(D)

(E)

jjDs(V
h
t �)jj4�jjDsV

h
t (

4X
i=1

@�

@xi
U i+4
t + �(0))jj4+ jjV h

t (
@�

@x1
DsXt+

@�

@x2
DsYt)jj4

�C�fjjDsV
h
t jj8(1+

8X
i=5

jjU i
t jj8)+jjV h

t jj8(jjDsXtjj8+ jjDsYtjj8)g

� CVC�[

8X
i=5

jjU i
t jj8+ 1 + jjDsXtjj8+ jjDsYtjj8];

(F)

jjDrDsfV h
t �gjj4 � jjDrDsV

h
t jj8(

4X
i=1

jj @�
@xi

U i+4
t jj8+ jj�(0)jj8)

+ jjDsV
h
t jj8jj

2X
i=1

@�

@xi
DrU

i+4
t jj8 + jjDrV

h
t jj8jj

2X
i=1

@�

@xi
DsU

i+4
t jj8

+ jjV h
t jj8[jj

X
i;j=1;2

@2�

@xi@xj
DsU

i+4
t DrU

j+4
t jj8+jj

X
i;j=1;2

@�

@xi
DrDsU

i+4
t jj8]

�CV C�f
8X

i=5

jjU i
t jj8 + 1 + 2(jjDsU

5
t jj8 + jjDsU

6
t jj8)

+ (jjDsU
5
t jj16 + jjDsU

6
t jj16)2 + jjDrDsU

5
t jj8 + jjDrDsU

6
t jj8g:
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By virtue of all the previous estimates and using Lemma 3.2, we may conclude that X and

Y together with their Malliavin derivatives are bounded in the Lp norms (p � 8) uniformly

in t, let us say by a common constant C, so we �nally get

sup
s2[0;t]

r2[�(s);s]

jE00[Dr[DsfV h
t �gZh

s �s]
�(r)]j � CVCZC�C�C
(4C + 1)(8C + 1)(4C2 + 20C + 2):

To prove the second result in the statement, with �
(p)
h
2

in place of �, we restrict to the case

j1 = 2; j2 = 1 (also to give an idea on how to deal with a di�erent case) and we denote by

Z
�; �W
t = Xt+ �(Yt�Xt) +

p
h �W 1

2
. The main di�erence with the previous proof lies on the

fact that we lose the uniform bounds on the derivatives of �, but a double application of

integration by parts will help us. Again by integration by parts, the problem is reduced to

showing that jE 000[ ~DrfDs[V
h
t �

(p)
h
2

(Z
�; �W
t � x)]Zh

s �sg
�(r)]j is bounded uniformly in s; r and

�. Carrying the calculations out, we get

jE000[ ~DrfDs[V
h
t �

(p)
h
2

(Z
�; �W
t � x)]Zh

s �sg
�(r)]j

�jE000[�(p)h
2

(Z�; �W
t � x)
�(r)DsV

h
t Z

h
s
~Dr�s]j+ jE000[�(p+1)

h
2

(Z�; �W
t � x)DsZ

�; �W
t 
�(r)V

h
t Z

h
s
~Dr�s]j

=jE000[� h
2
(Z

�; �W
t � x)Hp+1(Z

�; �W
t ;N1)]j+ jE000[� h

2
(Z

�; �W
t � x)Hp+2(Z

�; �W
t ;N 2)]j;

where N1 and N2 have been obviously de�ned.

By applying (3.15) to the above terms we may conclude

jE000[ ~DrfDs[V
h
t �

(p)
h
2

(Z�; �W
t � x)]Zh

s �sg
�(r)]j

�Cp+1 k
�1

Z
�; �W
t

km1
q1
kZ�; �W

t km2

p+2;q2
kN1 kp+1;q3+ Cp+2 k
�1

Z
�; �W
t

kn1
d1
kZ�; �W

t kn2
p+3;d2

kN2 kp+2;d3

but k 
�1

Z
�; �W
t

k q1 ; k 
�1

Z
�; �W
t

k d1 , are bounded by virtue of Lemma 3.3, moreover we know

kZ�; �W
t kp+3;q2 � jjXtjjp+3;q2 + jjYtjjp+3;q2 < +1 and by the increasingness of the Sobolev

norms, this implies that also the term kZ�; �W
t kp+2;d2 is bounded.

So it remains to evaluate kN1 k p+1;q3 and kN2 k p+2;d3 , we will show the boundedness

only of the �rst term, as the proof is the same for both.

If we apply the H�older's inequality for Sobolev norms, we obtain

jjN1jjp+1;q3 � jj
�(r)DsV
h
t Z

h
s
~Dr�sjjp+1;q3

� jj
�(r)jjp+1;b1 jjDsV
h
t jjp+1;b2 jjZh

s jjp+1;b3 jj ~Dr�sjjp+1;b4g
� CVCZ jj
�(r)jjp+1;b1 jj ~Dr�sjjp+1;b4g;

where 1
b1
+ 1

b2
+ 1

b3
+ 1

b4
= 1

q3
. On the other hand it is easy to prove that, if f is a smooth

function with its derivatives and jf (0)j uniformly bounded by a constantA and G is random

variable, then

jjf (G)jjp+1;q � �AjjGjjp+1;nq;
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for appropriate � and n. Consequently in our case we have

jj
�(r)jjp+1;b1 � �1C
(jjX�(r)jjp+1;nb1 + jjY�(r)jjp+1;nb1)

jj ~Dr�sjjp+1;b4 � �2C�p(C);

for some �xed polynomial function p and constants �1; �2 and integers m; n, which con-

cludes the proof. �

Remark 3.6:

The same technique applies also to prove that if � depends only on X, Y and veri�es (3.17),

then for j = 0; 1 and p = 0; 1 we have

jE0(�(p)h
2

(Z
�; �W
t � x)V h

t

Z t

0

Zh
s �sdW

j
s )j � P (C)CVC�CZt

for some properly chosen polynomial P . Indeed, for j=1

jE0(�(p)h
2

(Z
�; �W
t � x)V h

t

Z t

0

Zh
s �sdW

j
s )j �

Z t

0

�
jj
�1

Z
�; �W
t

jjm1
q1
jjZ�; �W

t jjm2

p+2;q2
jjDsV

h
t Z

h
s �sjjp+1;q3

+ jj
�1

Z
�; �W
t

kn1
d1
jjZ�; �W

t jjn2
p+3;d2

jjDsZ
�; �W
t V h

t Z
h
s �sjjp+2;d3

�
ds

and we may proceed as before.

Another point that we would like to remark is that in the previous proof one might

assume a lower degree of integrability in (3.16), provided one chooses to penalize more the

other terms, when apllying H�older's inequality.

The main result for the second step is summarized in the following

Theorem 3.7: Under the same hypotheses as in Theorem 3.1, the following inequality

holds

(3.20) sup
x2

jE(�h(Xt � x)� �h(Yt � x))j � Ch ;

with C independent of h.

Proof: By applying the mean value theorem to the di�erence under expectation in (3.20),

we have

E(�h(Xt � x)� �h(Yt � x)) = E0(�h
2
(Xt +

p
h �W 1

2
� x)� �h

2
(Yt +

p
h �W 1

2
� x))

= E0(�0h
2

(�1t +
p
h �W 1

2
� x)(Xt � Yt));
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where �1t is a random midpoint between Xt and Yt. >From the de�nitions of X and Y , it

is easy to see that the di�erence veri�es the following equation

Xt � Yt =

Z t

0

[a(Xs; F (Xs;us))� a(Y�(s); F (Y�(s); v�(s)))]ds

+

Z t

0

[b(Xs; G(Xs;us)) � b(Y�(s); G(Y�(s); v�(s)))]dWs :

Let us remark that, due to the regularity of the kernels f and g, the coe�cients F;G result

di�erentiable, hence adding and subtracting the proper terms in the above expression and

applying the mean value theorem on each of the di�erences we obtain

Xt � Yt =

Z t

0

fax(�2s ; F (Xs; us))(Xs � Ys) + ay(Ys; �
1
s)[F (Xs; us)� F (Ys; vs)]gds

+

Z t

0

fax(�1s ; F (Ys; vs))(Ys � Y�(s)) + ay(Y�(s); �
1
s)[F (Ys; vs)� F (Y�(s); v�(s))]gds

+

Z t

0

fbx(�3s ; G(Xs;us))(Xs � Ys) + by(Ys; �
2
s)[G(Xs;us)�G(Ys; vs)]gdWs

+

Z t

0

fbx(�2s ; G(Ys; vs))(Ys � Y�(s)) + by(Y�(s); �
2
s)[G(Ys; vs)�G(Y�(s); v�(s))]gdWs:

>From now on we adopt [V ;Z] as standard notation to indicate the interval with the random

variables Z; V as endpoints, therefore in the above we have that

�2s ; �
3
s 2 [Xs; Ys] ; �1s ; �

2
s 2 [Ys; Y�(s)];

�1s 2 [F (Xs; us);F (Ys; vs)] ; �2s 2 [G(Xs;us);G(Ys; vs)]

�1s 2 [F (Ys; vs);F (Y�(s); v�(s))] ; �2s 2 [G(Ys; vs);G(Y�(s); v�(s))];

where the midpoints are really to be intended in the notation of formula (3.12). By adding

and subtracting F (Ys;us) in the second term of the �rst time integral, G(Ys;us) in the

second term of the �rst Brownian integral and applying once again the mean value theorem

to those, we get

Xt � Yt =

Z t

0

[ax(�
2
s ; F (Xs;us)) + ay(Ys; �

1
s)F

0(�4s ; us)](Xs � Ys)ds

+

Z t

0

fay(Ys; �1s)[F (Ys;us)� F (Ys; vs)]gds

+

Z t

0

fax(�1s ; F (Ys; vs))(Ys � Y�(s)) + ay(Y�(s); �
1
s)[F (Ys; vs)� F (Y�(s); v�(s))]gds

+

Z t

0

[bx(�
3
s ; G(Xs; us)) + by(Ys; �

2
s)G

0(�5s ; us)](Xs � Ys)dWs

+

Z t

0

fby(Ys; �2s)[G(Ys;us)�G(Ys; vs)]gdWs

+

Z t

0

fbx(�2s ; G(Ys; vs))(Ys � Y�(s)) + by(Y�(s); �
2
s)[G(Ys; vs)�G(Y�(s); v�(s))]gdWs;
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with �4s ; �
5
s 2 [Xs;Ys]. For simplicity of notation, from now on we set

�s = [ax(�
2
s ; F (Xs;us)) + ay(Ys; �

1
s )F

0(�4s ;us)];

�s = [bx(�
3
s ; G(Xs; us)) + by(Ys; �

2
s)G

0(�5s ;us)];

Ht =

Z t

0

fay(Ys; �1s)[F (Ys;us)� F (Ys; vs)] + ay(Y�(s); �
1
s)[F (Ys; vs)� F (Y�(s); v�(s))]gds

+

Z t

0

fby(Ys; �2s)[G(Ys;us)�G(Ys; vs)] + by(Y�(s); �
2
s)[G(Ys; vs)�G(Y�(s); v�(s))]gdWs;

dKs = ax(�
1
s ; F (Ys; vs))ds+ bx(�

2
s ; G(Ys; vs))dWs ; K0 = 0:

With this new notation, the above equation becomes

Xt � Yt =

Z t

0

(Xs � Ys)(�sds+ �sdWs) +Ht +

Z t

0

(Ys � Y�(s))dKs;

whose explicit solution is given by

(3.21) Xt � Yt = Et
Z t

0

E�1
s fdHs + (Ys � Y�(s))dKs � d[

Z �

0

�sdWs;H + (Y � Y�) �K]sg;

where Et denotes e
t
0
(�s��2s=2)ds+ t

0
�sdWs . In order to simplify even further and to regroup

the terms in ds and in dWs, we consider the process Ut = E�1
t (Xt � Yt). With a few

computations, from the de�nition of H, (3.21) can be rewritten as

Ut =

Z t

0

E�1
s (Ys � Y�(s))[dKs � �sbx(�

2
s ; G(Ys; vs))ds]

+

Z t

0

E�1
s fay(Ys; �1s)[F (Ys;us)� F (Ys; vs)] + ay(Y�(s); �

1
s)[F (Ys; vs)� F (Y�(s); v�(s))]

��s(by(Ys; �2s )[G(Ys;us)�G(Ys; vs)]+by(Y�(s); �2s)[G(Ys; vs)�G(Y�(s); v�(s))])gds

+

Z t

0

E�1
s fby(Ys; �2s)[G(Ys;us)�G(Ys; vs)]+by(Y�(s); �2s)[G(Ys; vs)�G(Y�(s); v�(s))]gdWs;

On the other hand, the di�erences in F and G can be reformulated making use of their

respective kernels. Indeed if we introduce independent copies of X and Y , say ~X and ~Y

and the canonical space (~
; ~F; ~P ) where they live, we can look at those di�erences in the

following manner

F (Ys;us)� F (Ys; vs) = ~E(f(Ys; ~Xs))� ~E(f(Ys; ~Ys)) = ~E(fy(Ys; ~�
1
s )(

~Xs � ~Ys))

G(Ys;us)�G(Ys; vs) = ~E(gy(Ys; ~�
2
s )(

~Xs � ~Ys))

F (Ys; vs)� F (Y�(s); v�(s)) = ~E(f(Ys; ~Ys)� f(Y�(s); ~Y�(s)))

= ~E(f(Ys; ~Ys)� f(Ys; ~Y�(s)) + f(Ys; ~Y�(s)) � f(Y�(s); ~Y�(s)))

= ~E(fx(�
3
s ;
~Y�(s))(Y�(s) � Ys) + fy(Ys; ~�

1
s )(

~Ys � ~Y�(s)))

G(Ys; vs)�G(Y�(s); v�(s)) = ~E(g(Ys; ~Ys)� g(Y�(s); ~Y�(s)))

= ~E(gx(�
4
s ;

~Y�(s))(Y�(s) � Ys) + gy(Ys; ~�
2
s )(

~Ys � ~Y�(s)));
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where ~E denotes the expectation in (~
; ~F ; ~P ) and where we used once again the mean value
theorem, with ~�1s ;

~�2s 2 [ ~Xs; ~Ys] and �3s ; �
4
s 2 [Y�(s);Ys] and ~�1s ;

~�2s 2 [ ~Y�(s); ~Ys]. Similarly, if

we take an independent copy of E , say ~E, the above equation for Ut is transformed into

Ut =

Z t

0

E�1
s (Ys � Y�(s))[dKs � �sbx(�

2
s ; G(Ys; vs))ds]

+

Z t

0

E�1
s [ay(Ys; �

1
s )
~E(fy(Ys; ~�

1
s)
~Es ~Us)� �sby(Ys; �

2
s)
~E(gy(Ys; ~�

2
s )
~Es ~Us)]ds

+

Z t

0

E�1
s (Ys � Y�(s))[ay(Y�(s); �

1
s)
~E(fx(�

3
s ;
~Y�(s)))� �sby(Y�(s); �

2
s)
~E(gx(�

4
s ;
~Y�(s)))]ds

+

Z t

0

E�1
s [ay(Y�(s); �

1
s)
~E(fy(Ys; ~�

1
s )(

~Y�(s)�~Ys))��sby(Y�(s); �2s) ~E(gy(Ys; ~�2s )( ~Y�(s)�~Ys))]ds

+

Z t

0

E�1
s by(Ys; �

2
s)
~E(gy(Ys; ~�

2
s )
~Es ~Us)dWs

+

Z t

0

E�1
s by(Y�(s); �

2
s)[(Ys � Y�(s)) ~E(gx(�

4
s ;

~Y�(s))) + ~E(gy(Ys; ~�
2
s )(

~Y�(s) � ~Ys))]dWs:

We are �nally in condition to rearrange the terms and obtain a simpler form for (3.21)

(3.22)

Ut =

Z t

0

E�1
s [ay(Ys; �

1
s)
~E(fy(Ys; ~�

1
s)
~Es ~Us)� �sby(Ys; �

2
s)
~E(gy(Ys; ~�

2
s)
~Es ~Us)]ds

+

Z t

0

E�1
s by(Ys; �

2
s)
~E(gy(Ys; ~�

2
s)
~Es ~Us)dWs +

Z t

0

E�1
s dZs ;

where we set

dZs = (Ys � Y�(s))(Asds+BsdWs) + ~E(( ~Ys � ~Y�(s)) ~As)ds+ ~E(( ~Ys � ~Y�(s)) ~Bs)dWs

Bs = bx(�
2
s ; G(Ys; vs)) + by(Y�(s); �

2
s)
~E(gx(�

4
s ;

~Y�(s)))

As = ax(�
1
s ; F (Ys; vs)) + ay(Y�(s); �

1
s)
~E(fx(�

3
s ;

~Y�(s)))� �sBs

~Bs = by(Y�(s); �
2
s)gy(Ys;

~�2s )

~As = ay(Y�(s); �
1
s)fy(Ys;

~�1s )� �s ~Bs :

It is easy to show that equation (3.22) has a unique solution and that the sequence of

iterates de�ned as

(3.23)

Uk(t) =

Z t

0

E�1
s

~E
�
[ay(Ys; �

1
s)fy(Ys;

~�1s )� �sby(Ys; �
2
s)gy(Ys;

~�2s )]
~Es ~Uk�1(s)

�
ds

+

Z t

0

E�1
s by(Ys; �

2
s)
~E
�
gy(Ys; ~�

2
s )
~Es ~Uk�1(s)

�
dWs + U0(t)

U0(t) =

Z t

0

E�1
s dZs
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converges to the solution (see [KO]).

By virtue of our initial remark, we can say that our proof is complete if we show that

there exists a constant R independent of k; x and t such that

(3.24) jE0(�0h
2

(�1t +
p
h �W 1

2
� x)EtUk(t))j � h

kX
j=1

(Rt)j

j!
:

Then by dominated convergence theorem, this implies that

jE0(�0h
2

(�1t +
p
h �W 1

2
� x)EtU(t))j = lim

k!1
jE0(�0h

2

(�1t � x)EtUk(t))j � heRT

and the �rst part of the theorem is proven. �

In order to prove (3.23), we proceed by induction, the �rst step being carried out in the

next lemma and the general case in Lemma 3.9.

Lemma 3.8: Let �1t and U0(t) =

Z t

0

E�1
s dZs be both de�ned as before. Then there exists

a deterministic constant A depending on M , but independent of t; x; U0, such that the

following holds

(3.25) jE0(�0h
2

(�1t +
p
h �W 1

2
� x)EtU0(t))j � Ath; j ~E(u( ~Xt; ~Yt) ~Et ~U0(t))j � Ath:

Here u : 
�R2 ! R is any smooth random measurable function with its �rst 4 derivatives

bounded by M uniformly in 
.

Proof: Recalling the de�nition of Z, we can rewrite

jE0(�0h
2

(�1t +
p
h �W 1

2
� x)EtU0(t))j

�jE 0
�
�0h

2

(�1t +
p
h �W 1

2
� x)Et

Z t

0

E�1
s f(Ys � Y�(s))As + ~E(( ~Ys � ~Y�(s)) ~As)gds

�
j

+jE 0
�
�0h

2

(�1t +
p
h �W 1

2
� x)Et

Z t

0

E�1
s f(Ys � Y�(s))Bs + ~E(( ~Ys � ~Y�(s)) ~Bs)gdWs

�
j:

We focus on only one of the above terms and we show that it veri�es inequality (3.25) with

an appropriate constant. The proof of all the other terms runs along similar lines. The

most complicated term is the fourth one and we concentrate on it. As an independent copy

of Y , ~Y must verify an analogous equation

~Ys � ~Y�(s) = a( ~Y�(s); F ( ~Y�(s); v�(s)))(s� �(s)) + b( ~Y�(s); G( ~Y�(s); v�(s)))( ~Ws � ~W�(s));
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so substituting the latter in the fourth term of the previous inequality, this becomes

E0
 
�0h

2

(�1t +
p
h �W 1

2
� x)Et

Z t

0

E�1
s

~E

"
~Bsa( ~Y�(s); F ( ~Y�(s); v�(s)))

Z s

�(s)

dr

#
dWs

!

+E0
 
�0h

2

(�1t +
p
h �W 1

2
� x)Et

Z t

0

E�1
s

~E

"
~Bsb( ~Y�(s); G( ~Y�(s); v�(s)))

Z s

�(s)

d ~Wr

#
dWs

!
:

Again we look only at the last term, since the other can be treated similarly. As we

already mentioned, the midpoint �1t is to be understood in the sense of expression (3.12),

so recalling the de�nition of Z�; �W
t , under the expectation E000 on 
� �
� ~
, we have

(3.26)

E0
 Z 1

0

�0h
2

(Z
�; �W
t � x)d� Et

Z t

0

E�1
s

~E

"
~Bsb( ~Y�(s); G( ~Y�(s); v�(s)))

Z s

�(s)

d ~Wr

#
dWs

!

=

Z 1

0

E000
 
�0h

2

(Z
�; �W
t � x)Et

Z t

0

E�1
s

~Bsb( ~Y�(s); G( ~Y�(s); v�(s)))

Z s

�(s)

d ~WrdWs

!
d�;

and we are in condition to apply Lemma 3.5. If we recall the de�nition of ~B and we

translate the midpoints �2s and ~�2s there appearing in the notation (3.12), we obtain that

this last term can be actually expressed asZ 1

0

E000(�0h
2

(Z
�; �W
t � x)Et

Z t

0

E�1
s by(Y�(s); �

2
s)gy(Ys;

~�2s )

Z s

�(s)

b( ~Y�(s); G( ~Y�(s); v�(s)))d ~WrdWs)d�

=

Z 1

0

Z 1

0

Z 1

0

E000[�0h
2

(Z
�; �W
t � x)Et

Z t

0

E�1
s by(Y�(s); (1� �)G(Y�(s); v�(s)) + �G(Ys; vs))

� gy(Ys; (1� �) ~Y�(s) + �~Ys)

Z s

�(s)

b( ~Y�(s); G( ~Y�(s); v�(s)))d ~WrdWs]d�d�d�:

Indeed, by virtue of hypothesis (H0), the functions


(x1) = b(x1;

Z
g(x1; z)dv�(s))

�(x1; x2; x3; x4) = by(x1; (1��)
Z

g(x1; z)dv�(s) + �

Z
g(x1; z)dvs)gy(x3; (1��)x2 + �x4)

respectively applied to Y�(s) and (Y�(s); ~Y�(s); Ys; ~Ys), verify condition (3.17), with bound

C2 = 22(i+1)M2(i+2) for the derivatives of order i, in the worst of cases. Besides Et and its

inverse are solutions to SDE's with smooth initial condition and coe�cients with bounded

spatial derivatives. Therefore it is not di�cult to prove that they satisfy for n = 0; 1; : : : ; 4

and q 2 N ( see [N1], theorem 2.2.2),

(3.27) sup
s1;:::;sn�T

E[sup
t�T

jDs1 : : :DsnEtj2q] + sup
s1;:::;sn�T

E[sup
t�T

jDs1 : : : DsnE�1
t j2q] � C;
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for some positive constant C independent of h.

So we can take Zh
s = E�1

s , V h
t = Et, p = 1, 
 and � as above, satisfying (3.16) and

(3.17). From here, we conclude that (3.26) is bounded by some constant A1 > 0 and

�����E0
 
�0h

2

(�1t +
p
h �W 1

2
� x)Et

Z t

0

E�1
s

~E

"
~Bsb( ~Y�(s); G( ~Y�(s); v�(s)))

Z s

�(s)

d ~Wr

#
dWs

!����� � A1th:

Repeating the same argument with all the other terms, we can �nd a proper constant A

such that the thesis is satis�ed. The proof for the case j ~E(u( ~Xt; ~Yt) ~Et ~U0(t))j � Ath is

similar. �

We now prove the second step of the induction in the lemma that follows.

Lemma 3.9: There exists a constant R > 0, independent of t; h; x such that

jE0(�0h
2

(�1t +
p
h �W 1

2
� x)EtUk(t))j � h

k+1X
j=1

(Rt)j

j!
:

Proof: We proceed by induction. On the basis of the previous Lemma we are going to

prove the step k = 1. From (3.23), we get the �rst of the iterates

U1(t) =

Z t

0

E�1
s

~E
�
[ay(Ys; �

1
s )fy(Ys;

~�1s) � �sby(Ys; �
2
s)gy(Ys;

~�2s)]
~Es ~U0(s)

�
ds

+

Z t

0

E�1
s by(Ys; �

2
s )
~E
�
gy(Ys; ~�

2
s )
~Es ~U0(s)

�
dWs + U0(t) ;

whence, evaluating our expression we get

jE0(�0h
2

(�1t +
p
h �W 1

2
� x)EtU1(t))j � jE 0(�0h

2

(�1t +
p
h �W 1

2
� x)EtU0(t))j

+ jE0(�0h
2

(�1t +
p
h �W 1

2
�x)Et

Z t

0

E�1
s

~E
�
ay(Ys; �

1
s)fy(Ys;

~�1s)
~Es ~U0(s)

�
dsj

+ jE0(�0h
2

(�1t +
p
h �W 1

2
�x)Et

Z t

0

E�1
s

~E
�
�sby(Ys; �

2
s)gy(Ys;

~�2s )
~Es ~U0(s)

�
dsj

+ jE0(�0h
2

(�1t +
p
h �W 1

2
� x)Et

Z t

0

E�1
s by(Ys; �

2
s)
~E
�
gy(Ys; ~�

2
s)
~Es ~U0(s)

�
dWs)j :

By the previous lemma, the �rst term in the right hand side of the inequality is certainly

less than or equal to Aht, hence let us focus our attention on the other two terms.

35



First of all let us rewrite the above inequality, by using the midpoint notation (3.12),

therefore, recalling the de�nitions of �s, �
1
s ; �

3
s ; �

5
s ; �

1
s ; and �2s , we have

jE0(�0h
2

(�1t +
p
h �W 1

2
� x)EtU1(t))j � Aht

+

Z 1

0

Z 1

0

jE0(�0h
2

(Z
�; �W
t � x)Et

Z t

0

E�1
s ay(Ys; F

�
s )

~E(fy(Ys; ~�
1
s )
~Es ~U0(s))ds)jd�d�

+

Z 1

0

Z 1

0

Z 1

0

jE0(�0h
2

(Z
�; �W
t �x)Et

Z t

0

E�1
s bx(Z

�
s ;G(Xs; us))by(Ys;G

�
s)
~E(gy(Ys; ~�

2
s)
~Es ~U0(s))ds)jd�d�d�

+

Z 1

0

Z 1

0

Z 1

0

jE0(�0h
2

(Z
�; �W
t � x)Et

Z t

0

E�1
s b2y(Ys; G

�
s)G

0(Z�
s ;us)

~E(gy(Ys; ~�
2
s )
~Es ~U0(s))ds)jd�d�d�

+

Z 1

0

Z 1

0

jE0(�0h
2

(Z
�; �W
t � x)Et

Z t

0

E�1
s by(Ys; G

�
s)
~E(gy(Ys; ~�

2
s )
~Es ~U0(s))dWs)jd�d�

where we set F �
s = (1 � �)F (Xs;us) + �F (Ys; vs), G

�
s = (1 � �)G(Xs;us) + �G(Ys; vs) and

Z� = Xt + �(Yt �Xt), for 0 � �; �; � � 1.

Let us notice that the functions

�1(x5; x6) = ay(x6; (1� �)

Z
f (x5; z)d�s(z) + �

Z
f (x6; z)dvs(z))

�2(x5; x6) = by(x6; (1� �)

Z
g(x5; z)d�s(z) + �

Z
g(x6; z)dvs(z))

�3(x5; x6) = bx((1� �)x5 + �x6;

Z
g(x5; z)d�s(z))

�4(x5; x6) =

Z
gx((1� �)x5 + �x6; z)d�s(z)

�5(x5; x6) = �2(x5; x6)�3(x5; x6) + �22(x5; x6)�4(x5; x6)

all have derivatives up to order 4, uniformly bounded by a �xed constant depending onM ,

that we will denote with CM .

At this point we want to apply Remark 3.6, taking V h
t = Et, Zh

s = E�1
s

~E(fy(Ys; ~�
1
s )
~Es ~U0(s))

or Zh
s = E�1

s
~E(gy(Ys; ~�

2
s)
~Es ~U0(s)) and �s(x1; : : : ; x8) = �i(x1; x2), i = 1; 2; 5, so we have

to verify that the hypotheses of Lemma 3.5 are satis�ed. We have to �nd a bound for

kZh
s kn;q, for q large enough and n � 4. For this, �rst note that Et and E�1

s verify (3.27).

Let us remark that here we are meaning the Sobolev norms with respect only to W , just

like in Remark 3.6.

Using the usual midpoint notation, our task is made equivalent to �nding a bound for

jjE�1
s

~E(uy(Ys; ~Z
�
s )

~Es ~U0(s))jjn;q; where Z� is de�ned as Z� and u = f; g, that be indepen-

dent of U0 and of � 2 [0; 1].

By H�older's inequality we have

kE�1
s

~E(uy(Ys; ~Z
�
s )

~Es ~U0(s))kn;q �kE�1
s kn;q1 k ~E(uy(Ys; ~Z�

s )
~Es ~U0(s))kn;q2

� C1k ~E(uy(Ys; ~Z�
s )

~Es ~U0(s))kn;q2 ;
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with 1
q1
+ 1

q2
= 1

q
. For example, consider the case when n = 2. We derive our estimate only

in this case, to keep the computations more understandable. By di�erentiating we obtain

Dr
~E(uy(Ys; ~Z

�
s )

~Es ~U0(s)) = DrYs ~E(uyx(Ys; ~Z
�
s )

~Es ~U0(s))

DrDu
~E(uy(Ys; ~Z

�
s )

~Es ~U0(s)) = DrDuYs ~E(uyxx(Ys; ~Z
�
s )

~Es ~U0(s))

and consequently we have that

k ~E(uy(Ys; ~Z�
s )

~Es ~U0(s))k q22;q2 � E(j ~E(uy(Ys; ~Z�
s )

~Es ~U0(s))jq2)

+E

" Z T

0

jDrYsj2j ~E(uyx(Ys; ~Z�
s )

~Es ~U0(s))j2dr

+

Z T

0

Z T

0

jDrDuYsj2j ~E(uyxx(Ys; ~Z�
s )

~Es ~U0(s))j2dudr
! q2

2

3
5 :

But uy(Ys; ~Z
�
s ) and uyxx(Ys; ~Z

�
s ) have derivatives uniformly bounded by M independently

of !, therefore we can use Lemma 3.8 and conclude that

j ~E(uyxx(Ys; ~Z�
s )

~Es ~U0(s))j � Ahs

j ~E(uyx(Ys; ~Z�
s )

~Es ~U0(s))j � Ahs

j ~E(uy(Ys; ~Z�
s )

~Es ~U0(s))j � Ahs

which implies k ~E(uy(Ys; ~Z
�
s )

~Es ~U0(s)) k 2;q2 � Ahs(1+ k Ys k 2;q2) � CAhs; by identical

distribution. Summarizing, it is possible to �nd a constant �C independent of all the pa-

rameters that depends polynomially on the constant M and the constant C in Lemma 3.2

such that

(3.28) jE0(�0h
2

(�1t +
p
h �W 1

2
� x)EtU1(t))j � Aht+ �CC1

Z t

0

Ahsds � h(R0t+R2
0

t2

2
)

having chosen R0 = max(A; �CC1), which is independent of t; x and h.

Similarly as in Lemma 3.8 one proves that for a random function u : 
� R2 ! R with

derivatives bounded by M uniformly in 
� R2 one has that

j ~E(u( ~Yt; ~Xt) ~Et ~U1(t))j � h(R1t+R2
1

t2

2
)

where R1 only depends on M and C appearing in Lemma 3.2. Taking R = max(R0; R1)

the proof for k = 1 �nishes noting that R only depends on M and C of Lemma 3.2.

Now that the step k = 1 is proven, it is clear that the same proof, without changing

the constants, goes through substituting U1 and U0 respectively with Uk and Uk�1. This

concludes the proof. �

We now want to establish the same result as Theorem 3.7, for the L1 norm.
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Theorem 3.10: Under the same hypotheses of Theorem 3.1, the following inequality hold

(3.29)

Z
jE(�h(Xt � x)� �h(Yt � x))jdx � Ch;

with C independent of h.

Proof: Since the proof is a slight modi�cation of that of Theorem 3.7, we are going to

sketch it only.

By following exactly the same steps as before, we have by dominated convergence theo-

rem thatZ
jE(�h(Xt � x)� �h(Yt � x))jdx =

Z
jE0(�0h

2

(�1t +
p
h �W 1

2
� x)(Xt � Yt))jdx

=

Z
jE0(�0h

2

(�1t +
p
h �W 1

2
� x)EtUt)jdx

= lim
k!1

Z
jE0(�0h

2

(�1t +
p
h �W 1

2
� x)EtUk(t))jdx :

On the other hand, studying the sequence of iterates we can see that

(3.30)

Z
jE0(�0h

2

(�1t +
p
h �W 1

2
� x)EtU0(t))jdx

is dominated by a sum of a �nite number of terms of the type

(3.31)

Z
j
Z 1

0

:::

Z 1

0

Z t

0

Z s

�(s)

E0
�
� h

2
(Z

�; �W
t � x)[H1(Z

�; �W
t ;M

(1)
t;s;r(�1; :::; �l))

+H2(Z
�; �W
t ;M

(2)
t;s;r(�1; :::; �l))]

�
drdsd�1:::d�ld�jdx;

where l � 4 is a �xed integer. In (3.30), we will study the term

E000(�0h
2

(�1t +
p
h �W 1

2
� x)Et

Z t

0

E�1
s

Z s

�(s)

b( ~Y�(s); G( ~Y�(s); v�(s)))d ~Wr
~BsdWs):

In this term we have l = 2 and

M
(1)
t;s;r = DsEtE�1

s b( ~Y�(s); ~G
�1
s )�2gyy(Ys; ~Y

�2
s ) ~Dr

~Ysb( ~Y�(s); G( ~Y�(s); v�(s)))

M
(2)
t;s;r = DsZ

�; �W
t EtE�1

s b( ~Y�(s); ~G
�1
s )�2gyy(Ys; ~Y

�2
s ) ~Dr

~Ysb( ~Y�(s); G( ~Y�(s); v�(s)))

~G�1
s = (1� �1)G( ~Y�(s); v�(s)) + �1G( ~Ys; vs)

~Y �2
s = (1� �2) ~Y�(s) + �2 ~Ys:
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To simplify the notation we will omit some of the arguments for the rest of this proof.

Since �h
2
is a density function, it is positive, therefore (3.31) is bounded by

Z Z 1

0

Z 1

0

Z 1

0

Z t

0

Z s

�(s)

E000(�h
2
(Z

�; �W
t � x)jH1(Z

�; �W
t ;M

(1)
t ) +H2(Z

�; �W
t ;M

(2)
t )jdrdsd�1d�2d�dx

=

Z 1

0

Z 1

0

Z 1

0

Z t

0

Z s

�(s)

E000
�Z

�h
2
(Z

�; �W
t �x)dx jH1(Z

�; �W
t ;M

(1)
t )+H2(Z

�; �W
t ;M

(2)
t )j

�
drdsd�1d�2d�

=

Z 1

0

Z 1

0

Z 1

0

Z t

0

Z s

�(s)

E000(jH1(Z
�; �W
t ;M

(1)
t ) +H2(Z

�; �W
t ;M

(2)
t )j)drdsd�1d�2d�;

where we used Fubini's theorem and the fact that � h
2
(Z

�; �W
t � x) integrates to one, as a

density function, no matter what the value of Z
�; �W
t is. Following the same steps as in the

proof of Lemma 3.8, it is possible to prove that the integrand is bounded, independently

of �. Since no other quantity depends on x, we may conclude thatZ
jE0(�0h

2

(�1t +
p
h �W1 � x)EtU0(t))jdx � Aht;

with A a constant independent of t, h and U0. We then proceed by induction; using the

de�nition of Uk (equation (3.23)), we arrive at the following inequalityZ
jE0(�0h

2

(�1t +
p
h �W 1

2
� x)EtUk(t))jdx

�Aht+
Z Z 1

0

Z 1

0

Z 1

0

Z t

0

jE000[�h
2
(Z

�; �W
t � x)

4X
i=1

Zi
k�1(t; s)]dsjd�d�1d�2dx

�Rht +
4X

i=1

Z 1

0

Z 1

0

Z 1

0

Z t

0

E000[
Z

� h
2
(Z

�; �W
t � x)dxjZi

k�1(t; s)j]dsd�d�1d�2;

where, following the same notation as in the previous lemmas, we set

Z1
k�1(t; s) =H

�
Z
�; �W
t ; EtE�1

s ay(Ys; F
�2
s ) ~E(fy(Ys; ~Z

�1
s ) ~Es ~Uk�1(s))

�
Z2
k�1(t; s) =H

�
Z
�; �W
t ; EtE�1

s �sby(Ys; G
�2
s ) ~E(gy(Ys; ~Z

�1
s ) ~Es ~Uk�1(s))

�
Z3
k�1(t; s) =H

�
Z
�; �W
t ;DsEtE�1

s by(Ys; G
�2
s ) ~E(gy(Ys; ~Z

�1
s ) ~Es ~Uk�1(s))

�
Z4
k�1(t; s) =H

�
Z
�; �W
t ;DsZ

�; �W
t EtE�1

s by(Ys; G
�2
s ) ~E(gy(Ys; ~Z

�1
s ) ~Es ~Uk�1(s))

�
:

As before, the density function integrates to 1 and

4X
i=1

E000(jZi
k�1(t; s)j) � Rh

kX
j=1

(Rs)j

j!
.

By passing to the limit, our statement is proved. �
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We can pass to the next step in our procedure and consider the di�erence

E

0
@
������E(�h(Yt � x)) � 1

n

nX
j=1

�h(Y
j

t � x)

������
1
A ;

where the Y j are independent copies of Y . By using Strong Law of Large Numbers we

have that the di�erence converges to zero almost surely as n ! 1 for �xed h. Moreover

we can �nd the rate of convergence in L1(P ), in fact

jE(�h(Yt � x))� 1

n

nX
j=1

�h(Y
j

t � x)j = j 1
n

nX
j=1

[E(�h(Yt � x))� �h(Y
j

t � x)]j

thus, by taking into account the independence of the copies, formula (3.7), Lemmas 3.2

and 3.3 and the boundedness of �h, we obtain

E

2
4( 1

n

nX
j=1

[E(�h(Yt � x))� �h(Y
j
t � x)])2

3
5

� 1

n2

nX
j=1

E(�h(Yt � x))2 =
E0(�h

4
(Yt +

p
h �W1=4 � x))

2
p
�hn

=
Cp
hn
jE0(�h

4
(Yt +

p
h �W1=4 � x)H(Yt +

p
h �W1=4; 1))j

� Cp
hn

k
�1

Yt+
p
h �W1=4

kakYt +
p
h �W1=4 k 1;b �

Cp
hn

for some a, b positive constants and for all x 2 R. Consequently

(3.32) sup
x2

E(jE(�h(Yt � x))� 1

n

nX
j=1

�h(Y
j

t � x)j) � Cpp
hn

:

Also we have

(3.33)

Z
E

0
@jE(�h(Yt � x))� 1

n

nX
j=1

�h(Y
j

t � x)j
1
A dx

� 1

2
p
�hn

Z
E0(�h

4
(Yt +

p
h �W 1

4
� x))dx � Cpp

hn
:

We are ready to proceed with our last step.
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Theorem 3.11: Under the same hypotheses of Theorem 3.1, for each p > 1, there exist

positive constants Cp and C, independent of x; t and h, such that

(3.34) sup
x2

E

0
@
������
1

n

nX
j=1

�h(Y
j

t � x)� 1

n

nX
j=1

�h(X
j

t � x)

������
1
A � Cp

1

h1�
1
2p
p
n

for n = O( 1
h
)k for some k > 0.

(3.35)

Z
E

0
@
������
1

n

nX
j=1

�h(Y
j

t � x)� 1

n

nX
j=1

�h(X
j

t � x)

������
1
Adx � C

1p
hn

:

Proof: As usual, by applying the mean value theorem we may write

�h(Y
j

t � x)� �h(X
j

t � x) = �0h(�
j

t � x)(Y j

t �Xj

t );

with �
j

t 2 [Y
j

t ;X
j

t ]. Following the same procedure as before, it is clear that the di�erence

in (3.34) becomes

1

n
E

0
@
������
nX
j=1

[�h(Y
j

t � x) � �h(X
j

t � x)]

������
1
A =

1

n
E

0
@
������
nX
j=1

�0h(�
j

t � x)(Y
j

t �X
j

t )

������
1
A

� 1

n

nX
j=1

E
�
j�0h(�jt � x)jjY j

t �X
j

t j
�

In the case of (3.35) one can easily see thatZ
E
�
j�0h(�jt � x)jjY j

t �X
j

t j
�
dx = E

�Z
1

h
j�jt � xj�h(�jt � x)dxjY j

t �X
j

t j
�

=

r
2

�h
E(jY j

t �X
j

t j):

In the case of (3.31), with analogous notation as before, for Z
�;j

t = (1 � �)X
j

t + �Y
j

t we

have

(3.36) E
�
j�0h(�jt � x)jjY j

t �X
j

t j
�
=

Z 1

0

E
�
j�0h(Z�;j

t � x)jjY j

t �X
j

t j
�
d�:

Therefore, choosing 1
p
+ 1

q
= 1, by H�older's inequality, the integrand can be dominated as

(3.37) E
�
j�0h(Z�;j

t � x)jjY j

t �X
j

t j
�
�k�0h(Z�;j

t � x)kpkY j

t �X
j

t k q
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Furthermore, by the properties of the Gaussian density

E(j�0h(Z�;j

t � x)jp) = 1
p
2�

p�1

1
p
ph

3p
2
� 1

2

E(jZ�;j

t � xjp� h
p
(Z�;j

t � x))

� C
1

p
2�

p�1

1p
php

E0(jV
�;j

t � xp
h

jp� 1
2p
(
V
�;j

t � xp
h

))

� Cp

1

hp

p
h

Z
jyjp� 1

2p
(y)p

�;j

t (
p
hy + x)dy;

where p
�;j

t (y) denotes the density function of V
�;j

t = Z
�;j

t +
q

h

2p
�W1 The proof of (3.34)

is �nished once we prove that

Z
jyjp� 1

2p
(y)p

�;j

t (
p
hy + x)dy is bounded, for which it is

enough to show the boundedness of p
�;j

t (y). The link described at the beginning of section

2 between the density of a random variable and its Malliavin derivative ( we are now

considering the space 
� �
 with derivatives D; �D), can be applied here and we have that

there exist positive constants a and b such that

(3.38) p
�;j

t (y) = E0(1fV �;j
t >xgH(V

�;j
t ; 1)) �k
�1

V
�;j
t

ka kV �;j
t k1;b <1:

By de�nition, it is clear that kV �;j

t k 1;b �kY j

t k 1;b+kXj

t � Y
j

t k 1;b+ k
q

h

2p
�W1 k 1;b. Since,

by Lemma 3.2, we know thatkY j

t k 1;b is �nite, the whole question is reduced at evaluating

kY j
t �X

j

t k b, kXj

t � Y
j

t k1;b, for b > 1 and k
�1

V
�;j
t

ka. The �rst ones are proven in the next

Lemma, while the second is shown in Lemma 3.13. Applying these results to (3.36), (3.37)

and (3.38), we obtain our thesis. �

Lemma 3.12: For any p > 1, we have

E(jY j

t �X
j

t jp)
1
p � C

1p
n
; kY j

t �X
j

t k 1;p � C
1p
n
:

Proof: We will only prove the �rst assertion for p = 2. The proofs of the second inequality

and of the general case are similar. The di�erence Y
j

t �X
j

t veri�es the following equation

Y
j

t �X
j

t =Y
j

�(t)
�X

j

�(t)
+ [a(Y

j

�(t)
; F (Y

j

�(t)
; v�(t)))� a(X

j

�(t)
; F (X

j

�(t)
; �u�(t)))](t� �(t))

+ [b(Y
j

�(t)
; G(Y

j

�(t)
; v�(t)))� b(X

j

�(t)
; G(X

j

�(t)
; �u�(t)))](W

j

t �W
j

�(t)
):

We want to show that Y
j

t �X
j

t is uniformly bounded in the L2 norm. In order to show

this, by virtue of the mean value theorem, we linearize the above equation. >From now on,
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we denote by Zi = Y i �Xi, then

(3.39)

Zi
t = Zi

�(t) + ax(�
1
�(t)(i); F (Y

i
�(t); v�(t)))Z

i
�(t)(t� �(t))

+ ay(X
i
�(t); �

1
�(t)(i))[F (Y

i
�(t); v�(t))� F (X i

�(t); �u�(t))](t� �(t))

+ bx(�
2
�(t)(i); G(Y

i
�(t); v�(t)))Z

i
�(t)(W

i
t �W i

�(t))

+ by(X
i
�(t); �

2
�(t)(i))[G(Y

i
�(t); v�(t)) �G(Xi

�(t); �u�(t))](W
i
t �W i

�(t));

with �1
�(t)

(i) 2 [F (Y i
�(t)

; v�(t));F (X
i
�(t)

; �u�(t))], �
2
�(t)

(i) 2 [G(Y i
�(t)

; v�(t));G(X
i
�(t)

; �u�(t))] and

�1
�(t)

(i); �2
�(t)

(i) 2 [Y i
�(t)

;Xi
�(t)

]. By recalling the de�nition of F and G, and keeping in mind

that the copies of X and those of Y are respectively identically distributed, we can write

F (Y i
�(t); v�(t))� F (X i

�(t); �u�(t)) =

Z
f(Y i

�(t); y)v�(t)(dy)�
1

n

nX
j=1

f(Xi
�(t);X

j

�(t)
)

=
1

n

nX
j=1

[Ej(f (Y i
�(t); Y

j

�(t)
))�f(Y i

�(t); Y
j

�(t)
)] +

1

n

nX
j=1

[f (Y i
�(t); Y

j

�(t)
)�f (Xi

�(t); X
j

�(t)
)]

=
1

n

nX
j=1

[Ej(f (Y i
�(t); Y

j

�(t)
))� f(Y i

�(t); Y
j

�(t)
)]

+
1

n

nX
j=1

ffx(�1;i�(t); Y j

�(t)
)Zi

�(t) + fy(X
i
�(t); �

2;j

�(t)
)Z

j

�(t)
g;

with Ej denoting the expectation relative to W j ; similarly for the terms in G

G(Y i
�(t); v�(t))�G(Xi

�(t); �u�(t)) =
1

n

nX
j=1

[Ej(g(Y i
�(t); Y

j

�(t)
))� g(Y i

�(t); Y
j

�(t)
)]

+
1

n

nX
j=1

fgx(�3;i�(t); Y j

�(t)
)Zi

�(t) + gy(X
i
�(t); �

4;j

�(t)
)Z

j

�(t)
g;

where �
1;i

�(t)
; �

3;i

�(t)
2 [Y i

�(t)
;Xi

�(t)
] and �

2;j

�(t)
; �

4;j

�(t)
2 [Y

j

�(t)
;X

j

�(t)
].

Hence Equation (3.39) becomes

(3.40)

Zi
t =

Z t

0

[A
i;i

�(s)
Zi
�(s) +

nX
j 6=i

A
i;j

�(s)
Z
j

�(s)
]ds+

Z t

0

[B
i;i

�(s)
Zi
�(s) +

nX
j 6=i

B
i;j

�(s)
Z
j

�(s)
]dW i

s

+

Z t

0

Ci
�(s)ds+

Z t

0

J i�(s)dW
i
s
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where for i; j = 1; : : : ; n

Ai;i
.

= ax(�
1
.

(i); F (Y i
.

; v
.
)) + ay(X

i
.

; �1
.

(i))(
1

n

nX
j=1

fx(�
1;i
.

; Y j
.

) +
1

n
fy(X

i
.

; �2;i
.

))

Ai;j
.

= ay(X
i
.

; �1
.

(i))
1

n
fy(X

i
�(t); �

2;j

�(t)
) i 6= j

Bi;i
.

= bx(�
2
.

(i); G(Y i
.

; v
.
)) + by(X

i
.

; �2
.

(i))(
1

n

X
j=1

gx(�
3;i

�(t)
; Y

j

�(t)
) + gy(X

i
.

; �4;i
.

))k

Bi;j
.

= �by(X i
.

; �2
.

(i))
1

n
gy(X

i
�(t); �

4;j

�(t)
) i 6= j

Ci
.

= ay(X
i
.

; �1
.

(i))
1

n

nX
j=1

[Ej(f(Y i
.

; Y j
.

))� f (Y i
.

; Y j
.

)]

J i
.

= by(X
i
.

; �2
.

(i))
1

n

nX
j=1

[Ej(g(Y i
.

; Y j
.

))� g(Y i
.

; Y j
.

)];

form the entries of the matrices that we denote by A and B and of the vectors C and J .

So equation (3.40) can be written in vector form as

(3.41) Z�t = H�
t +

Z t

0

Z��(s)dN
�
s ;

where we are using � to denote the transpose of a matrix and dN i;j
s = Ai;j

s ds + Bi;j
s dW i

s

and dH�
s = (C1

�(s)
ds+ J1

�(s)
dW 1

s ; : : : ; C
n
�(s)

ds + Jn
�(s)

dWn
s ). At the points of the partition,

the process Z is given by Z�tm =

m�1X
k=0

Z�tk(N
�
tk+1

�N �
tk
) +H�

tm
; which has unique solution

(Protter (1990), page 271).

(3.42) Z�tm = U�tm

m�1X
k=0

(U�)�1
tk

h
(H�

tk+1
�H�

tk
) � ([H�; N�]tk+1 � [H�;N�]tk)

i
;

where U� and (U�)�1 are respectively the unique solutions of the matrix equations

(3.43) U�t = I +

Z t

0

U��(s)dN
�
s (U�)�1

t = I �
Z t

0

(d(N� � [N�; N�])s)(U �)�1
�(s)

:

Let us remark that the entries of the matrices A and B are uniformly bounded, namely it

is immediate to see that

jAi;ij; jBi;ij �M2 +M and jAi;j j; jBi;j j � M2

n
for i 6= j:
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>From (3.40), keeping in mind that (

nX
i=1

xi)
2 � n

nX
i=1

x2i and Jensen's inequality, we get

jZi
t j2 � 6fT

Z t

0

h
jAi;i

�(s)
j2jZi

�(s)j2 + (n� 1)
X
j 6=i

jAi;j

�(s)
j2jZj

�(s)
j2 + jCi

�(s)j2
i
ds

+ j
Z t

0

B
i;i

�(s)
Zi
�(s)dW

i
s j2 + j

Z t

0

X
j 6=i

B
i;j

�(s)
Z
j

�(s)
dW i

s j2 + j
Z t

0

J i�(s)dW
i
s j2g:

Taking the supremum over [0; t] and the expectation, by employing Doob's inequality for

martingales we �nally obtain

E( sup
0�s�t

jZi
sj2) � 6TE(

Z t

0

�
(M +M 2)2 sup

0�r�s
jZi

rj2 +
M4

n

X
j 6=i

sup
0�r�s

jZj
r j2 + jCi

�(s)j2
i
ds)

+ 24E(

Z t

0

�
(M +M2)2 sup

0�r�s
jZi

rj2 +
M4

n

X
j 6=i

sup
0�r�s

jZj
r j2 + jJ i�(s)j2

i
ds)

summarized into

#i(t) �
Z t

0

(K1#i(s) +
K2

n

X
j 6=i

#j(s) +K3xi(s))ds

where #i(t) = E( sup
0�s�t

jZi
sj2), x1(s) = E(jJ i

�(s)
j2 + jCi

�(s)
j2), K3 = 6T + 24, K2 = K3M

4

and K1 = K3(M +M2)2. Gronwall's inequality then implies

E( sup
0�s�t

jZi
sj2) � eK1T

Z t

0

E[
K2

n

X
j 6=i

sup
0�r�s

jZj
r j2 +K3(jJi�(s)j2 + jCi

�(s)j2)]ds;

nX
i=1

E( sup
0�s�t

jZi
t j2) � eK4TK5

Z t

0

nX
i=1

E(jJ i�(s)j2 + jCi
�(s)j2)ds

(3.44)

with K4 = eK1TK2 and K5 = eK1TK3. Consequently the problem is reduced to analyzing

the vectors C and J . We can evaluate the last two expectations by the propagation of

chaos. We focus our attention only on E( kCtk k 2) (jj � jj here means the euclidean norm),

as the other case is similarly carried out.

Since the sequence Y i is formed by independent copies of the original process Y , also

the processes f (Y i
.

; Y j
.

) and f (Y i
.

; Y l
.

) result conditionally independent, given Y i, provided
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j 6= l, so for each i and each r = tk, the following inequality is ful�lled

E(jCi
rj2) = Ef jay(X i

tk
; �1r(i))

1

n

nX
j=1

[Ej(f (Y i
r � Y j

r )); f(Y
i
r ; Y

j
r )]j2 g

�M2

n2
f 2E[

X
j;l

l<j

[Ej(f(Y i
r ; Y

j
r ))� f (Y i

r ; Y
j
r )][E

l(f(Y i
r ; Y

l
r ))� f (Y i

r ; Y
l
r )]]

+

nX
j=1

V ar(f(Y i
r ; Y

j
r )) g

�M2

n2
2E[E(

X
j;l

l<j

[Ej(f(Y i
r ; Y

j
r ))� f (Y i

r ; Y
j
r )][E

l(f(Y i
r ; Y

l
r ))� f (Y i

r ; Y
l
r )]jY i

r )]

+
4M4

n

�M2

n2
2Ef

X
j;l

l<j

E[Ej(f(Y i
r ; Y

j
r ))�f(Y i

r ; Y
j
r )jY i

r ]E[E
l(f (Y i

r ; Y
l
r ))�f(Y i

r ; Y
l
r )jY i

r ]g

+
4M4

n
= 0 +

4M4

n
:

Substituting in (3.44), we �nally obtain

E(
X
i

sup
0�t�T

jZi
t j2) � eK4TK5�

n�1X
k=0

(tk+1 � tk)
M4

n
=

�

n
tm � �

n
T

for an appropriately chosen constants �;� and, of course, the same inequality holds for

each component.

To prove the second statement, it remains to show that for all j,

nX
i=1

Z T

0

E(jDi
s(Y

j

t �X
j

t )j2)ds � C
1p
n
:

Starting again from (3.41), it is possible to show that for each i the matrix process (Di
sZ

j

t ) =

X
j

(i)
(s; t) veri�es the linear matrix sde

X�
(i)(s; t) =

~K(i)(s; t) +

Z t

s

X�
(i)(s; r)d

~N�
(i)(s; r);

46



where the matrices are given by

(d ~N�
(i)(s; r))jk = Di

sA
j;k
r dr for j 6= i

(d ~N�
(i)(s; r))i;k = Di

sA
i;k
r dr +Di

sB
i;k
r dW i

r

~Kk
(i)(s; t) = Di

sH
k
t for k 6= i

~Ki
(i)(s; t) = Di

sH
i
t + (Z�sB

�
s )
i:

With computations similar to those shown before, it is possible to deduce an inequality

analogous to (3.45) with the coe�cients of K(i) in place of those of H, from which will

descend the result by propagation of chaos and so we conclude the proof. �

We would like to remark that when we apply the inequality of Lemma 3.12 to our terms

in Theorem 3.11 we have

1

n

1p
2�h

nX
j=1

E(jY j

t �X
j

t j2)
1
2 � 1p

2�h
(�T )

1
2
1p
n

1

n
n � C

1p
nh

;

giving the right order of convergence.

It remains to check the boundedness of the last factor

Lemma 3.13: Let V �;j

t = Z�;j
t +

q
h

2p
~W1 and n = O( 1

h
)k for some k > 0, then the

following holds

sup
h2(0;1]

sup
�2[0;1]

k
�1

V
�;j
t

kp <1 for all p 2 N and t 2 (0; T ]:

Proof: Let Xj denote the unique strong solution to (1.1) when the stochastic equation

is driven by W j . The three main points that one needs to check in order to prove the

boundedness of the Malliavin covariance matrix are

(i) sup
�2[0;1]

kV �;j

t �X
j

t k1;p � C(
1p
n
+
p
h);

(ii) k
�1

X
j
t

kp <1 for all p 2 N;

(iii) k 
�1

V
�;j
t

kp � Ch�1:

The �rst and the third inequality come directly from Lemma 3.3, in particular using

formula (3.7), while the second one was proven in Lemma 2.2 for the process X, but clearly

the same is true for the copies. �
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4. Proof of Theorem 3.1

This brief section is dedicated to gather all the results that we exposed in the previous

ones and to �nally obtain the proof of Theorem 3.1.

The statement of Theorem 3.1 deals with both density and distribution functions, but as

we announced, we focus our attention only on the proof for the �rst ones, for which we have

laid out all the necessary results. To get the same conclusion in the case of distributions,

the whole procedure should be reconstructed, but we will just describe it brie
y.

For the densities, we �rst consider the L1 norm (3.4)

Z
E

0
@jpt(x)� 1

n

nX
j=1

�h(X
j

t � x)j
1
A dx �

Z
jpt(x)�E(�h(Xt � x))jdx

+

Z
jE(�h(Xt � x) � �h(Yt � x))jdx

+

Z
E[jE(�h(Yt � x))� 1

n

nX
j=1

�h(Y
j

t � x)j]dx

+

Z
E[j 1

n

nX
j=1

�h(Y
j
t � x)� 1

n

nX
j=1

�h(X
j
t � x)j]dx

� C(h +
1p
n
+

1p
nh

):

The above bounds follow from Lemma 3.4, Theorem 3.10, (3.33) and Theorem 3.11. The

analogous result (3.6), when adopting the norm of the supremum follows by applying

instead Lemma 3.4, Theorem 3.7, (3.32) and Theorem 3.11.

Consider now the proofs for distribution functions (3.3):

Z
E

2
4ju(t; x)� 1

n

nX
j=1

1fXj
t�xgj

3
5 dx � Z jE(1fXt�xg � 1fYt�xg)jdx

+

Z
jE(1fYt�xg �

1

n

nX
j=1

1fY j
t �xg)j jdx

+

Z
E

2
4j 1
n

nX
j=1

1fY j
t �xg �

1

n

nX
j=1

1fXj
t�xgj

3
5 dx

= A1 +A2 +A3

Let us consider the quantity A1, for this one has to prove that there exits a positive constant

C independent of � 2 (0; 1] and h such that

jE(1fXt�xg � ��(x�Xt))j � C�

jE(��(x�Xt)� ��(x� Yt))j � Ch

jE(��(x� Yt)� 1fYt�xg)j � C�:
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The �rst and third assertion are proven by the same argument as in Lemma 3.4 (note that

we know that 
�1

Yt+
p
� �W 1

2

2 \p>1L
p(
) by taking � = 0 in Lemma 3.3), while the second

one is proven along the lines of the proof of Theorem 3.7.

The quantity A2 can be analyzed in the same way as we showed (3.33), while for A3,

we have

Z
E

0
@j 1

n

nX
j=1

1fY j
t �xg �

1

n

nX
j=1

1fXj
t�xgj

1
A dx � 1

n

nX
j=1

E(

Z
j1fY j

t �xg � 1fXj
t�xgjdx)

� 1

n

nX
j=1

E(jY j

t �X
j

t j) �
Cp
n
:

This �nishes the proof of (3.3). For (3.5) the proof is similar to the one for (3.4). �

Conclusions

In this work, we have analyzed the rate of convergence of a particle method introduced

by Bossy and Talay in order to approximate the solution to the Mc Kean-Vlasov equation

and we showed that the rate of convergence is faster than the rate obtained by the authors

in their article. On the other hand, the rate of convergence obtained here seems to match

their simulations run in the particular case of the Burgers equation.

We also analyzed the rate of convergence when approximating the marginal densities of

the solution. In order to carry out the necessary calculations we had to study the existence

and smoothness of these densities.

The problem of obtaining the optimal rate of convergence for the Burgers equations

is still open and the authors hope the method developed here might apply, if properly

adapted, also to this case.

Some straightforward generalizations of the above results were not included in our expo-

sition for reasons of space. For instance, it is not di�cult to consider the case when also the

initial random variable has to be approximated or when the measurements of the error is

done through the variances (i.e. L2(
)) rather than through the expectations. Yet another

generalization is to consider approximations of the type �� rather than �h; if � = O(hr) for

some r > 0 a similar analysis can be carried out.

Finally we remark that the condition n = O( 1
h
)k for some k > 0 in Theorem 3.1 (used

to obtain Lemma 3.13) is merely technical rather than restrictive, since k can be chosen

freely.
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