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Abstract

When to allow Research Joint Ventures (RJVS) or not is an important instrument
in the development of an optimal R&D policy. The regulator, however, is unlikely
to know all the relevant information to regulate R&D optimally. The extent to
which there exist appropriability problems between the firms is one such variable
that is private information to the firms in the industry. In a duopoly setting we
analyze the characteristics of a second-best R& D policy where the government can
either alow RJVs or not and give lump-sum subsidies to the parties involved. The
second-best R&D policy without subsidies will either block some welfare
improving RJVs or alow some welfare reducing ones. With lump-sum subsidies,
the second-best policy trades off the expected subsidy cost with alowing welfare
decreasing RJVs or blocking welfare increasing ones.

Keywords: Research joint ventures;, R&D policy; Asymmetric information;
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1. Introduction

Two festures distinguish R&D from ordinary capita investments. First, R&D is
a public good (Arrow (1962), Grossman and Shapiro (1986)). The use by one firm of
the information produced by its R&D investments does not diminish the amount of
information available to other firms. The optima economy wide dlocation would
therefore involve the free distribution of this information. Second, R&D investment is
plagued by an externdity problem. Firms investing in R&D typicaly can not fully
appropriate the results from their own R&D investments. This tends to reduce the
incentive to invest in R&D when firms act non-cooperatively (Spence (1984),
d'Aspremont and Jacquemin (1988), De Bondt and Veugeders (1991), Kamien, Muller
and Zang (1992))." In this paper we concentrate on two policy options that have been
proposed to reduce these market failures:. interndization of the externality and subsidies
(Katz and Ordover (1990)). One way to avoid the appropriability problem is to
interndize the spillovers by forming Research Joint Ventures (RJV). InaRJV the firms
interndize the postive effect these spillovers have on the R&D and profits of their
partners by deciding jointly on their R&D investments, taking their spillovers into
account. Subsidies provide an additiond R&D policy instrument to improve the
dlocation of resources to R&D investments (Brodley (1990), Jacquemin (1988)).
Subsidies can be lump-sum transfers which implement the R&D policy or per unit
R& D subsdies which change the margind incentive to invest in R&D. In this paper we
only consder lump-sum subsidies that implement the R&D policy. A subsdy per unit
of R&D creates additiona incentive problems in reporting the true level of R&D

investments and would complicate the analysis considerably .2

! However, see Levin and Reiss (1988), Cohen and Levinthal (1989) and Papaconstantinou (1990) for a
different result.

2 Brown (1984) noted a significant increase in R& D expenditures reported on tax formsin response to
the tax credit for increasesin R& D spending of the 1981 Economic Recovery Act. The incresse grestly
exceeded the growth in spending reported in Business Week's survey of R&D expenditures. This
divergence between growth rates is consigtent with the existence of an informational problem in
reporting the true level of R& D expenditures.



4

When firms are alowed to form RIVs, R&D investments increase with the
level of spillovers, exceeding the non-cooperative investment level when the spillovers
are subgtantial (d’Aspremont and Jacquemin (1988), De Bondt and Veugelers (1991)).
Firmsthat cooperate in R& D might thus not only increase profits but aso welfare when
the spillovers are substantial. Policywise, a case can then be made for dlowing RVsto
form when there are high spillovers in R&D. However, when there are low or no
spillovers, firms acting non-cooperatively with respect to R&D bring about higher
welfare than when alowed to form a RJV. The only effect of a RV in this case isto
reduce R&D competition, which in turn decreases welfare (Katz (1986)).° This
theoretica finding has fueed the debate on the issue of relaxing antitrust regulation
with respect to RIVs. Everybody agrees on the benefits due to internalizing the
externdity by means of a RV when the information leakage is substantia (Jacquemin
and Soete (1994)). However, the debate on the exact implementation of this policy is
gill ongoing. In evaluating cooperative R&D regulators often use the same “rule of
resson” as in the case of mergers. Given the dynamic nature of R&D, insengtive
goplication of these datic merger guidelines may lead to undesirable outcomes
(Ordover and Willig (1985)). Appropriate standards for evaluating RIVs should be
devel oped. Jorde and Teece (1990) propose the creation of an administrative procedure
for evaluating and possibly certifying cooperative R& D agreementsin order to establish
a safe harbor from antitrust litigation. Shapiro and Willig (1990) claim that this would
amount to giving RIVs ablank check. They argue that aregulator needs a great dedl of
information to evaluate a RV and much of this information might be proprietary.
Smilarly, Geroski (1992) states that since there is no presumption that the benefits of
RJIVswill belarge or easily redized in every case, the design of the policy islikdy to be

% |t has often been suggested that RV's might aso facilitate collusion in the output market. We do not
exclude the possihility that firmsin a RV behave more cooperatively in the output market. A necessary
condition for aRJV to be welfareimproving in this caseis that total R&D investmentsincrease. See Yi
(1995) for an andysis of the wefare effects of product market collusion by an industrywide RIV. We
abgtract from any dynamic congderations in this paper. See Martin (1993) for an andysis of the
increased potentia for tacit collusion in RIVs. For an analysis of the effects of collusion in the output
market on RV formation, see Greenlee and Cassiman (1996).



5

critica. In fact, as we will argue in this paper, the spillover leve of individud firms may
be private information of the firms within the industry and this will influence the design
of the optimal R&D policy.

Both the formation of RIVs and the public funding of R&D projects have
increased in recent years (Jacquemin and Soete (1994)). The most systematic evidence
on the formation of RJVs are the regidtrations of RIVs in the USA under the Nationa
Cooperative Research Act (NCRA). By registering under the NCRA, firms become
exempt from treble damages under antitrust regulation. However, cooperative R&D
ventures need not register under the NCRA. In that case they are liable under the usua
antitrust regulation. Since the passage of the NCRA in 1984 until 1994, 453 new RIVs
have filled in the United States* From these registrations it seems that collaborative
research is a more dominant form of an innovation-related strategy among firms within
the manufacturing sector (Link (1996)). The issue we are concerned about in this paper
is that maybe too many RJIVs form unchalenged and that asymmetric information
between the regulator and the industry biases the type of RIVs that actualy register.
Scott (1988) notes that evidence on the effect of the NCRA suggests that cooperative
research registered under the NCRA does not happen in industries with severe
appropriability problems. According to the theory, RIVs formed by these firms would
then most likely decrease welfare. Firms that form RJVs and do not register under the
NCRA, consder antitrust charges extremely unlikely because their cooperative
agreements do not conflict with regulatory objectives and at the same time they avoid
publicizing their cooperative ventures. In Europe the 1986 Single European Act
amendments to the Treaty of Rome gave the Community specific responsbility for
strengthening “the scientific and technologica basis of European industry.” In addition

* An RJV, as defined in the NCRA, is “any group of activities, including attempting to make, making
or performing a contract by two or more persons for the purpose of (A) theoreticad anayss,
experimentation, or systematic study of phenomena or observable facts, (B) the development or testing
of basic engineering techniques, (C) the extension of investigative findings or theory of scientific or
technical nature into practical application for experimental and demonstration purposes..., (D) the
collection, exchange, and analysis of research information, or (E) any combination of the [above] (Link
(1996)).
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to the EEC block exemption of Article 85(1) of the EC treaty for cooperative ventures
in R&D, avariety of programs were initiated, many of which explicitly fostered inter-
firm cooperation tied to Community funding for part of the R& D costs of the proposed
projects (Geroski (1992), Martin (1996)). There is less systemdtic evidence on
cooperative ventures in Europe, but the available evidence suggests that the number of
RJV's has been rapidly increasing (Hagedoorn and Schakenraad (1992), Jacquemin and
Soete (1994), Klenknecht and Rejnen (1992)). The EC budget for funding
cooperative R&D projects has aso been steadily increasing over the years (Peterson
(1991)).

In our mode! the government® has two R&D policy instruments at its disposal.
First the government can alow or prohibit the formation of a RIV. We assume that
firms cannot be forced into a RV againgt ther will, so that RIVs form only when
profitable. The regulatory policy analyzed here consists of an evaluation process which
dlows RWVs to form with a certain probability depending on the reported
appropriability problems. The second policy insrument is subsidizing R&D where
subgidies are assumed to be lump-sum transfers. The regulator chooses its policy in
order to maximize socia wedfare taking into account its information disadvantage
regarding the true level of R&D spillovers. This is an implementation problem with
asymmetric information between a regulator and an oligopoly.® The resulting policy can
be formulated as follows: firms wishing to engage in cooperétive research apply to the
government for permission. Firms smultaneoudy and independently report their own
spillover leve to the government. The probability that a RV will be approved and the
level of lump-sum subsidies are afunction of these reports. The first-best policy aways
dlows a RV when at least one firm has high spillovers. However, given asymmetric
information the first-best policy can not be implemented. The second-best R&D policy
is industry specific and depends on the beliefs of the regulator about the spillover

®> We will use government and regulator interchangeably throughout this paper.
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Stuation of the industry. The regulator will either allow some welfare reducing RVs or
block some wdfare enhancing RIVs. Firms within indudtries that are typicaly
characterized by high spillovers will dways be dlowed to form RIVs. When low
gpillovers are most likely, no RIVs are dlowed to form. In intermediate cases the
second-best R& D policy improves upon this unsophisticated R& D policy by setting up
apolicy that screens for the different spillover states of the industry. In order to induce
truthful revelation in this case, the second-best policy deviates from the first-best by
gther adlowing RIVs to form with some probability when spillovers are low or
redricting the formation of RIVs when spillovers are high. The lump-sum subsidies
improve this screening capability of the regulator. The second-best policy developed in
this paper differs from the exising R&D policies in the USA and Europe by
conditioning the R&D policy on industry (or firm) specific information. It is important
to screen for undesirable RIV's when the agppropriability conditions of the industry are
not clear to the regulator. In particular, if we believe that it is easy to exaggerate the
existence of spillovers and if information between the regulator and the industry is
asymmetric, it seems to be important to scrutinize proposed RJVs more closdly. In the
USA there is some evidence that the current policy might actualy encourage
undesirable RIVs to register under the NCRA while in Europe there is little control
over the RIVsthat do form given the EEC block exemption of Article 85(1) of the EC
treaty for cooperative venturesin R&D.

This paper is closely related to the papers by Demski and Sappington (1984)
and Cremer and McLean (1988) which study optima mechanism design by a principd
with multiple agents. Both papers find that when the information of the agents is
corrdlated and the agents are risk neutrd, the first-best can be implemented. Our
gpproach differs from theirs in two ways. First, we anadyze the effect of restricting the
policy instruments of the regulator. If no transfers are possible between the regulator

® Mechanism design in a regulatory context with more than one firm has been a fruitful new direction
in the regulation literature (Baron (1989), Anton and Y ao (1989), Auriol and Laffont (1992), DemsKi
and Sappington (1984), McGuire and Riordan (1991), Olsen (1993), Wolinsky (1993)).
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and the agents, the regulator, by alowing or blocking the formation of a RV, does not
posses enough degrees of freedom to implement the first-best. This is the case because
the policy regulates the conduct of both agents a the same time. Second, if transfers
are dlowed, we assume that they are costly and cannot be negeative. Implementing the
firs-best mechanism of Demski and Sappington (1984) might be extremely codtly. In
our mode the regulator will trade off expected subsidy payments to the agents with
implementing the first-best policy. In order to implement the mechanism by Cremer and
McLean (1988), the regulator needs to impose large negative transfers on the agents
with small probability. This mechanism cannot be implemented because we fed it is
reasonable to assume that the regulatory agency responsible for implementing the R& D
policy usualy cannot extract large payments from the firms.

Besanko and Spulber (1993) dso andyze the effect of asymmetric information
between the regulator and the industry on the optima merger policy, while restricting
the policy instruments of the regulator. There are two important distinctions between
their model and ours. Firdt, their merger policy is not a revelaion mechanism that
screens for the private information of the merging firm (its true ex-post margina cost)
and second, the regulator is assumed not to be able to commit to a probability of
chdlenging the merger. In our model the regulator commits to a probability of
chalenging the RV and this probability is conditioned on the reports of the firms. In
line with our results, Besanko and Spulber (1993) find that due to asymmetric
information some welfare increasing mergers will not be consummated. However,
given the 2-dimensond date variable in our model, we dso find that some welfare

reducing RIVswill be alowed depending on the beliefs of the regulator.

In the next section we set up the generad modd. In section three we solve the
modd for the case where no subsidies are provided. Next we solve the generd model
with lump-sum subsidies. Findly, we conclude by concentrating on policy
recommendations. In Appendix B we show that the modd of d'Aspremont and
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Jacquemin (1988) is consistent with our more general model assumptions. Due to their

smple nature, proofs are relegated to Appendix A.

2. The Model

Condgder aduopoly where each firm investsin R&D. The modd focuses on the
externdity problem faced by these firmsinvesting in R&D as represented by spillovers.
R&D investment spillovers can either be High (H) or Low (L). A high spillover for firm
i means that firm i absorbs a great ded of the knowledge of firm j. At the start of the
R&D project firms only know their own spillover and have beliefs about a rivd's
spillover. The firms are symmetric except possibly for their spillover. The modd, thus,
dlows for the possbility of asymmetric spillovers where one firm has a high spillover
while the other has alow spillover. Inindustries with a dominant firm and a competitive
fringe, it ismore likdly that information flows from the dominant firm to the fringe. The
expected correation between spillovers of these firms is negative. In other industries,
with partners of equa strength, spillovers are expected to be postively corrdated. In
the R&D stage the firms can ether compete in R&D or form a RJV. Forming a RV
can be thought of as maximizing joint profits in the R&D stage. No efficiency gansin
R&D are assumed and no new entity is necessarily created by this agreement.”

The government's objective is to maximize socid wefare usng a R&D policy
with two instruments: (1) alowing research joint ventures (RIVS) or not, and, (2)
giving lump sum subsidies to the firms. The government has a probability distribution
over the states of the world and there are four states of theworld: S={(L, L), (L, H),
(H, L), (H, H)}, i.e. both firms have low spillovers, one firm has a low spillover while

the other has a high spillover or both firms have high spillovers.

" Fusfeld and Haklish (1985) report that 1/3 of cooperative research is conducted at in-house facilities of
the cooperating entities. They dso quote John Young, president of Hewlett-Packard on the vaue of
cooperative R&D: "it will enable US eectronic companies to discuss and coordinate our research
objectives and to gain leverage on our expenditures'. Firms thus contract on the amount of R&D they
will perform, which is consistent with our definition of a RJV. See dso Audretsch (1989) and Odagiri
(1986) for smilar examples of cooperative research in Japan.
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The timing of the game is as follows: the government commits to its R&D
policy after which the firms smultaneoudy submit clams about their spillover levd.
The true state of the world is revealed to the firms after they filed their reports. They
subsequently make their R& D and output decisions with perfect information.® °

Let b; be the spillover leve of firmi. The beliefs of the government and firms are given
by:
Government's Bdliefs.  Prob(b,=L, b,=L) = p..,
Prob(b;=L, b,=H) = Prob(b;=H, b,=L) = pu. = p,
Prob(b,=H, b=H) = pu,

where pt+ 2pLH + PrH = 1.

Frmi'sBdigfs Prob(b,- =L | b = L) =P / (p|_|_ + pLH),
Prob(b; =L | bi =H) = piu / (Pun + Prw)-

& The important assumption is that firms learn the true spillover levels before making their output
decisions and before any profits are redized. If the R&D project takes time to complete, it seems
reasonable that firms learn their rivas true spillover type before any magjor decisions need to be made
(R&D investments), but after any lega uncertainty about the RJV has been resolved.

® This of courseis only one of the possible games played. If the firms know the state of the world before
reporting, the government can obtain truthful revelation by having both firms report the state of the
world ingtead of only their own spillover. If the reports do not coincide, both firms are punished
severdy. Alternatively the firms could only file one report. Without subsidies the regulator cannot do
better than smply alow or block a RV based on its beliefs. With subsidies some screening is possible
when public funds are not too expengive. In the case that the firms do not learn the true state of the
world, the most genera game would involve the whole communication game where the payoffs to the
players also depends on the reports made to the regulator: the regulator screens the firms while the
firms signd their types to each other through their reports. The firmswill update their beliefs according
to the reports of their rival. This will complicate matters substantialy because we cannot rely on the
revelation principle any more to solve this game. Truthful revelation is not necessarily an equilibrium of
this general game since the report of the firms serves as an announcement to both the government and
the firm's rival. Truthful revelation to the regulator implies at the same time truthful revelation to your
rival/partner which might not be optimal. See Baron and Besanko (1992) for a modd where the
regulator chooses the organizationd design of the suppliers such that they file a single report or

independent reports.
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It will be useful to define the margina probabilities and correlation of the types.
Let g = pu. +pun be the margina probability of type L, while 1- q = puy +pun IS the
margina probability of type H. The correlation between the types of thefirmsis.

PuPus - P: 10
r= L T hn LA ,whereO£g£land-1£r £1.
(pLL + pLH )(pLH + pHH) q

Define the R&D policy, f, asfollows:
f:S® [0,1] ~ A,” A, suchthat f(f,i,f,j) = [rs5,, g.B.,sngi]

=]

where p. and Bj are the reports of firm i and | respectively, 13 is the
probability that the government dlows aRJV and s} , isthe subsidy given to
firmi conditional on the reports of the firms.™*

The R&D decisons of firmsinvolve many important el ements next to spillovers
such as demand and cost consderations. In redlity the asymmetry of information
between the regulator and the industry extends to these parameters as well. It is
possible to extend the model to include these eements and its development would
follow aong the same lines as in this model where we redtrict atention to an
asymmetry about the spillovers. The new eement introduced by this modd, is that the
policy of the regulator, i.e. dlowing aRJV or not, regulates the actions of both firms at
the same time and as a result the regulator loses some of his freedom in setting his
R&D palicy. Adding lump-sum subsdies to the R&D policy will not influence the
firms R&D and output decisions. Let V™(b;, bj) be firm i’s profits without subsidies
when the firms are not alowed to form aRJV (non-cooperative) in state (b;, by;), and let
V€(b;, b)) be firm i's profits when they are alowed to form a RV (cooperdtive).
Smilarly define W™(b;, by) as the socia welfare resulting in state (b;, bj) when the firms

19 Note the following degeneracies r =-1b py=pa.=.5,q=1P p.=1,q=0b py=1
1 We only consider non-negative subsidies for two reasons: firgt, an ingtitution responsible for R&D
policy usudly does not have the authority to tax R&D and second, when considering a cost of public
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are not alowed to form aRJV and W(b;, by) the socid welfare when firms form aRV

in state (b, b;). The following notation will prove useful:
wi = WG, j) - W, j) and v = V(i, j) - V™, j), wherei, j T {L, H}.

In order to determine the first-best policy that maximizes welfare when the
regulator has symmetric information, we need to make some assumptions on the
wefare function.” In state (L, L) welfare is higher when the firms do not form a RV
(WL <0 (AD)). If there are little or no appropriability problems, society is best served
by firms competing in R&D. Firms use R& D srategicaly to secure market sharein the
output market. The RV restricts R&D compared to the non-cooperative case, leading
to higher production costs and lower output which reduces welfare (Katz (1986)).

In the case of severe appropriability problems, total welfare is increased by the
formation of a RV (dAspremont and Jacquemin (1988), Katz and Ordover (1990)).
When competing in R&D, firms redtrict their R& D expenditures snce much of afirm's
research output flows to its rival. This externdity is internalized by a RV and as a
result society benefits because of increased R&D investments, lower production costs
and consequently a higher output at lower prices (Wi > 0 (A2))."

If the spillovers are different we assume that welfare is higher if both firms join
inaRNV (Wy = Wi > 0 (A3)). The low spillover firm redtricts its R& D invesiments

funds it might lead to a perverse effect of taxing the firms to make money since the cost of funds now
addsto welfare.

2 In Appendix B it is shown that these assumptions are consistent with existing models of R&D
competition or cooperation with appropriability problems. Note that these assumptions aso
accommodate the case where the regulator expects that firms that form a RV collude in the output
market.

13 Note that because of the duopoly setup the RV solves both the public good problem and the
externdity caused by the spillover. If there are more than two firmsin the industry, the regulator could
as0 use the maxima number of firms allowed into the RV as a policy instrument. Tentetive results
seem to suggest that under full information the regulator prefers no RV in the case of low spillovers
and an industrywide RJV in the case of high spillovers. The firms, however, will aways prefer some
intermediate size of the RV (Greenlee and Cassman (1996), De Bondt and Wu (1997), Poyago-
Theotoky (1995)).

14 When firms collude in the output market, this assumption is more likely to be violated. However,
with the reverse inequdity qualitatively similar conclusions result.
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sggnificantly more compared to the state where its rival dso has a low spillover.
Forming a RV regtores the incentives of the low spillover firm to invest in R&D. The
increased knowledge flows fredly to the high spillover firm. In response the high
spillover firm reduces its own R& D investments only dightly. Whenever theincrease in
R&D investment of the low spillover firm outweighs the reduction of R&D by the high
illover firm and totad R&D investment increases, welfare is improved by the
formation of aRJV. The high spillover firm can maintain a competitive advantage in the
output market by not reducing its R&D investment by the same amount as the low
spillover firm increases its R&D in a RV and thus capturing a larger market share in

the output market.

The firms dways prefer to foom aRN (v; > 0" i,j 1 {L, H} (A4)). A RV
can coordinate the R&D investments of both firms such that total joint profits are
maximized. If we assume that transfers are dlowed in the case of a RV, the firms
prefer the RV to competition in R& D.*>*°

Given these assumptions, the firg-best policy isto dlow RIVsif at least one of
the firms has a high spillover. If both firms have alow spillover they will be required to
compete in R&D. If thereis a cost of public funds, | , the regulator will not use any
subsidies since they are merdy a codtly transfer of funds. Every dollar spent by the

government, costs society 1+ | dollars.

When the spillover leve of afirm is private information, the first-best policy is
not feasible. A conflict arises between the government’ s objective and a firm's objective

in the state (L, L). A low spillover firm has an incentive to clam that its spillover is

1> We will not consider potential incentive problems between the partners of a RV (see Veugders and
Kesteloot (1994), and, Perez-Castrillo and Sandonis (1997)).

16 Note that the moddl does not specify the split of rents that result from the formation of the RV
between the firms. If the divison of rents is a function of the announced spillovers, this would creste
additiona strategic incentivesin the announcement game (see aso footnote 9). In the model we assume
that al uncertainty about the spillovers is resolved before investment and production. In that case the
true spillovers are know &t the time the rents are redlized and there is no opportunity for strategic
interaction between the firms with respect to the spillover announcement in order to capture a larger
share of therents.
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high. By doing so, the firm can guarantee approva of a RV, which it prefers by (A4).
To solve this problem the government must adjust its R&D policy to reflect firms
incentives to misreport their private information. By the revelation principle the
government can redtrict attention to mechanisms that require the firms to report
truthfully and give no incentive to chest (Baron and Myerson (1982), Baron (1989)).

The government has to solve the following program:
[o]
MAX{rij,Sij" i,jT{L,H}} EW :Wo + a pij(rijWij - 2l Sij)
i,j=L,H

subject to:

IC(i) a pij[vij(rij - rkj)+Sij - Skj]3 0, "ikT{LH} itk

j=L,H

OEI‘ij £1, i :rji!Sij 30 " i,jT {L’H}'

where EW isthe expected welfare of society, | isthe cost of public funds,
and W, = p.. WXL, L) + 2 p.y WL, H) + pus W(H, H).

IC(L) is the incentive congtraint corresponding to truthful revelation by the low
spillover type, while IC(H) is the incentive congtraint for the high spillover type. Since
the subsidies are redtricted to be non-negative the Individua Rationdity congtraints are
trividly satisfied if the profit levels in the cooperative and the non-cooperative case are
non-negative. The probabilities of being alowed to form a RV are redtricted to lie

between zero and one.

Next we consder two cases. In the first case the regulator cannot give any
subsidies. The only policy instrument is the probability with which to dlow RJIVs. In
the second case the regulator can use lump-sum subsidies together with allowing RIVs

or not as ameans of R&D poalicy.

3. R&D Policy without Subsidies
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In the no-subsidy case the only policy tool in the hands of the government isthe
probability with which to dlow aRJV. This smplifies the problem that the government
has to solve consderably. Suppose that an unsophisticated government ignores the
private information of the firms and only alows or prohibits the RV based on its own
beliefs. Thisleads to the following policy: the regulator alows RIVs when the margina
probability of the low spillover type, g, islow. Mogt likely RIVs are welfare improving
in this region. As the margind probability of the low spillover type incresses, thereisa
point (U(pLL, puy) = 0) ' a which the R& D policy changes to not allowing any RVs.

The government can improve upon this policy by using firm-reports about their
gillovers. However, the Incentive Congraints come in to play. The following
propositions summarize the second-best R&D policy. The intuition of the optimal
second-best mechanism can be best understood by considering the different regions in
(r, g)-space depicted in Figure 1. The full statement of Propostion 1 and 2 and its
proof can be found in Appendix A.

Let £ = [r., run, ran] define the optimal second-best R&D policy and let
U(pLL, pHH) =P WL t 2 PLH WiH + PHHWHH. The second-best R&D p0||Cy can ether
be ascreening policy which separates the states of the world or apooling policy.

Y Let U(pLL, Prr) = Pue Wi + 2 Pen Wen + PranWan: If U(pLL, par) 3 0, the government will always allow
RIVs, whileif U(pLL, pur) <0, no RV will be dlowed.
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Proposition 1:

The regulator selects apooling policy,

1.if thegtate (L, L) isvery unlikdly (Ry). RVs are dways alowed: f* =[1, 1, 1],

2.if thestate (L, L) isvery likely (R). No RIVsare dlowed: f* =[0, 0, 0],

3. if the high spillover firm is tempted to lie about its true type under the mechanism
that induces truthful revelation by alow spillover type. RIVs are dways alowed or
never allowed, depending on the regulator's beliefs (IHg)):

=10, 0, 0] if U(pLL, pu) £0,
2 =[1, 1, 1] if U(pLL, pr) 3 O.

The regulator chooses a separating R&D policy whenever it is wefare increasing to
screen for the state (L, L) through manipulating the probabilities of allowing aRJV in
different states.

Proposition 2:

v i .
Letg= PV . The regulator selects ascreening policy,

1.if the states (L, L) and (H, H) aremorelikdly (Rg): £ =[q,0,1] if q£1.
2.if thestate (L, H) or (H, L) isvery likdy (Ray-R):

=01, 971 ifge 1,
q
f£=[1-q,1,0 ifqfl

The second-best mechanism depends criticaly on the beliefs of the regulator
and the firms. The probability of alowing a RV changes as the underlying beliefs of
the government and the firms change.® The following comparative statics results w.r.t.

r and g will help to clarify the intuition of the second-best R& D palicy:

18 Note that the regulator is only indifferent between a screening or a pooling R& D policy on the border
between the regions where the optima policy switches from a pooling policy to ascreening policy.
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Proposition 3:

Letq® q(r,q),thenMEOand ﬂ—qEO.
fir fiq

proof: See Appendix A.

In Figure 1 we report the second-best R& D policy for every region as[r.., r.n,
run]. This second-best R& D policy reflects the fact that the regulator foremost has to
worry about a low spillover firm lying about its true type. Since the firms and the
regulator only have conflicting objectives when the true state of the industry is (L, L),
the second-best policy screens out the state (L, L) whenever it is welfare increasing to
do 0. In order for the regulator to accomplish this separation, the probability that a
low spillover firm is dlowed to form a RV must be high enough to induce truthful
revelation by thislow spillover firm. The regulator manipulates this probability through
deviations of the R&D policy from the first best by either dlowing RIVs with some
probability in state (L, L) or restricting the formation of RIVs in the states (L, H), (H,
L) or (H, H). To derive the second-best R& D policy the regulator compares the cost
of screening for state (L, L), measured as the deviation from the first-best, with the cost
of aR&D poalicy that either never dlows RIVsor dways dlows RIVs.

[Figure 1]

In regions Ry and Ry, the regulator salects a pooling policy. In region Ry the
combined probability of states (H, H), (L, H) and (H, L) is high (1- g high). In this case
it will be too costly in welfare terms to screen out state (L, L) and the optima R&D
policy dways dlows RIVs. As the correlation between the types increases, less weight
is put on the asymmetric states (L, H) and (H, L) compared to the state (L, L). The
boundary with region R indicates the point at which it becomes welfare increasing to
screen out State (L, L) at the expense of the welfare in states (L, H) and (H, L). In
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region R no RIVs are allowed. If q is high, the state (L, L) will be very likely while
the occurrence of (H, H), (L, H) or (H, L) isnegligible.

In region Ry there exists pogtive correlation between the types and most
probability weight lies on states (L, L) and (H, H). The high types will be alowed to
form a RV while the low types will only get to form a RV with probability g. The
firms are punished if the reports are (L, H) or (H, L) where the punishment consists of
not allowing them to form aRJV."® A low spillover firm refrains from lying because the
probability thet its rival is aso alow spillover firm is high. As the corrdation between
the types increases, the second-best policy converges to the firs-best since the
probability of forming aRJV in the state (L, L), sufficient to induce truthful revelation,
goes to zero. Under perfect correlation, given that its rival reveds truthfully, a low
gpillover firm is indifferent between telling the truth or not. Whatever its report, the

firms are not dlowed to form aRJV.

The last two regions, R and R, involve negative correlation between the
types. The probability p.y, that the firms have different spillovers, is consdered very
high in both of these cases. A RV is thus dlowed if the firms announce (L, H) or (H,
L). In region R the regulator has to worry about the low-spillover firm lying, while
the probability of (H, H) is till relatively high. If the low spillover firm lies, the likely
report is (H, H). The probability with which the firms are adlowed to form aRJV in this
case decreases with a higher margina probability of the low type which deters the low
spillover firm from lying given that the probability of the true state (L, L) increases. On
the boundary of region R and Ry, the threat of alow firm lying has become so large
(as q increases) that the regulator must alow a posgitive probability of forming a RV
when the state is (L, L) to keep alow spillover firm truthful. The probability 1- q of
dlowing aRJV in state (L, L) increases from zero on the boundary with R up to the

19 Not alowing aRJV when reporting (L, H) or (H, L) isthe harshest punishment the regulator can
give sincewe do not alow any transfers between the government and the firms. Even in the case of
subsidies, we purposely restrict them to be non-negative.
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point where the state (L, L) becomes too likely. At that point the second-best R&D
policy revertsto never dlowing RIVs, and we are back in region Ry,

In region I1H in Figure 1,%° the IC(H) congtraint is binding. In region IH the
probability g of region R for an (L, L) report becomes too high, and the high spillover
type will lie if he puts high probability on the true state being (H, L), i.e. if r issmdl. If
the high spillover firm lies, the mogt likdly report is (L, L), which results in the
formation of aRJV with ahigh probability g. Truthfully reveding its type would lead to
competition in R&D. Usng Lemma 3 (see Appendix A), we know that the second-best
policy in region IH either dlows RVsin al states or never dlows RVs. >

The fact that in our modd the regulator has only limited instruments generates
interesting results athough the information of the agents is corrdlated. Demski and
Sappington (1984) find that when two risk-neutral agents posses private information
which is informative about the other agent’s information, the principal can withhold al
rents from the agents and achieve the first-best solution. In our modd, the firms ill
retain some rents because of their private information. The key distinction is that in our
modd the regulator has less degrees of freedom in setting its R&D policy. The firms
form the RIV together which implies that r.y = ry.. This diminates the optima
mechanism in dominant strategies that Demski and Sappington (1984) propose. The
only way to implement truthtelling as a weskly dominant strategy in this case is by
Setting ry. = oy = rae. Unfortunately this implies that there may be other non-
truthtelling equilibria of the game.

The second-best R&D policy reveds two important elements for the actual
implementation of an R&D policy. First, the optimal R& D policy should depend on the
beliefs of the regulator about the appropriability conditions in the industry. This
indicates that an optima R&D policy is indusiry specific and a function of parameters
that relate to the appropriability conditions of the industry. In high technology sectors

20 similarly for regions 1H ) and IHs see Appendix A.
2n figure 1 we assume: Vi Vi 3 Vi Vi, inregion 1Hg), (AS) holds and a g £ 1(see Appendix A).



20

gpillovers are more likely to be high relative to more traditiona sectors. So we should
expect regulators to be more lenient with respect to RIVs in high technology than in
more traditional sectors. Second, if the optimal R&D policy screensfor the sate (L, L),
the regulator should solicit information about the RV and the individud firms, in
particular about the involuntary spillover that these firms expect to redlize, whether
they compete in R&D or form a RIV. Firms that announce having high spillovers
should argue their case, f.i. through referring to their organizationa learning capabilities
in other R& D projects or to other mechanisms that allow them to absorb information
more readily. Through its R&D policy the regulator needs to commit to allow some of
the RIVs when they are not efficient in order to minimize information manipulation by
the firms. The case of self-selection of low spillover firms that have registered under the
NCRA illugtrates this potentia for information manipulation by the firms and the
industry and should put regulators on aert with respect to uncritically gpproving RIVs.
This, however, points to one potentia problem with the implementation of the
proposed mechanism in the case of a screening policy: the government needs to be able
to credibly commit to the mechanism. Ex post renegotiation needs to be avoided. In
addition, the firms applying to form a RV have an incentive to try to manipulate the
decision of the regulator through lobbying or bribes. These problems are not specific to
this regulatory situation and policy makers have dedlt with these issues through clear

guidelines and monitoring.”?

An dternative gpplication of the modd is a Situation where two suppliers of a
firm or two government contractors want to form an aliance to design components and
ded with ther common customer as a sngle decison maker. Jointly designing
components might generate efficiencies for both suppliers. Part of these benefits will
flow to the customer, but the customer worries about the fina price that the suppliers
will charge for the components. In the case that the find price cannot be specified ex

ante, the customer might lose some of its ex-post bargaining power vis-avis its

22 See Besanko and Spulber (1993) where the merger guidelines are optimally adjusted to takeinto
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suppliers by alowing them to form an aliance. Clearly, if the dliance provides no cost
efficiencies, the customer prefers to enjoy its bargaining power and ded with the
suppliers separately. The mechanism developed in this paper, where suppliers announce
to the customer the expected efficiencies generated by an dliance and the customer
decides whether to approve of this aliance or not, would be the second-best contract
given the information asymmetry between the customer and its suppliers. One key
element of the modd is that the efficiencies redized by the suppliers are not necessarily
equivaent and the customer has to trade off efficiencies of the suppliers with the loss of

bargaining power due to dedling with asingle decison maker in the future.

4. R&D Policy with Lump-Sum Subsidies

We now turn to the case where in addition to allowing RJVs or not, the
regulator can aso provide a lump-sum subsidy. The government has to solve the
genera program defined in section 2. The intuition for the subsidy case closely follows
that of the no-subsidy case. The ability to subsidize the firms increases the policy
options of the government. It follows that welfare cannot decrease. At worsg, if public
funds are extremely cogily, no subsidies will be used as a R&D policy tool and the
government will either dlow RJIVs or not as described in Propostion 1 and 2. This

result isformulated in Proposition 4.

< - W .
Proposition 4: Let | =2—LL3 0.1f I 3 | *, then the second best R&D policy, =,

v LL
coincides with the no-subsidy case.
Proof: See Appendix A.

The critica level of cost of funds | * is determined by the ratio of the gain in
total welfare of not allowing a RV in the state (L, L) to the gain in total producer
surplus by the formation of aRJV inthe gate (L, L). If public funds are not very codtly,

then subsidies can be used as an extra means of screening for the sate (L, L). The first-

account the lack of commitment by the regulator.
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best R&D policy f = [0, 1, 1] can be implemented with an expected subsidy of p vy,
to the low spillover firm.*® However, as the following proposition states, the second-
best R& D policy trades off expected subsidy payments with implementing the first-best

R&D palicy.

Proposition 5:

Let =29V and S=p S, + PusSi. The second-best R&D policy with subsidies

LLVLL
is characterized asfollows:
1. If thedate (L, L) isnot very likely (Rl 1): thefirst-best R& D policy
2 =0, 1, 1] isimplemented with S= p v,

2. If thestate (L, L) isvery likely (Rl (»): f£=[0,0,0] and S=0,

3. If thestate (L, L) and (H, H) are more likely (Rl (3):
*=10,0, 1] and S= pLnvin,

4. If thestate (L, H) or (H, L) isvery likely (Rl 4 or Rl (5):

fSB = [O, 1, O] and S= PV = PLHVLH, if q £ 1,

£ =0, 1, %‘1] andS=0, ifg3 L

Proof: see Appendix A.

Figure 2 shows the relevant regions. To clarify the relation with the no-subsidy
case, the original regions of the no-subsidy case are depicted in dotted lines. As public
funds become more costly, the second-best R& D policy with subsidies converges to

the no-subsidy case.

[Figure 2]

23 \We need to check that the incentive compatibility constraint of the High spillover type is not violated.
See Appendix A for conditions for which thisisthe case.
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In region Rl (3 the first-best policy is implemented. However, because public
funds are costly, the first-best welfare level is not attained. The expected subsidy to a
firm with alow spillover is equa to the gain in profit from forming a RV in the Sate
(L, L). Note also that the region of beliefs, RI (1), in which this mechanism is sustained,
contains the region for which the government dways alowed RIVs in the no-subsidy
casg, i.e region Ry). Given that the R&D policy conssts of both a probability of
dlowing the RV and lump-sum subsdies, the regulator can implement the first-best
through a dominant strategy for one of the firms asin Demski and Sappington (1984) if
Vie < Vu. In Demski and Sappington (1984) this assumption is satisfied by an
assumption on the margina productivity of the agent. However this assumption need
not be satisfied here. In addition thereis no cost of funds associated with the transfer of
funds to the agent in their modd. Implementing the first-best in dominant strategies in
our model might be very costly in welfare terms depending on the cost of funds which
implies that the second-best mechanism differs from the first-best one* Cremer and
McLean (1988) construct a mechanism in Bayesan strategies which achieves the first-
best whenever there is some correlaion between the types of the agents. This
mechanism can only be implemented through negative transfers from the regulator to
the firms. As correlation between the types goes to zero, these payments by the agents
go to infinity, creeting a discontinuity a zero corrdation (Laffont and Martimort
(1997)). We avoid this mechanism by restricting attention to non-negetive transfers. As

argued before, this seems more reasonable in the case of R&D policy (footnote 11).

Theregion for which no RIVs are dlowed in any state, region Rl (), is a subset
of that region, Ry, in the no-subsidy case. In the no-subsidy case it was inefficient not
to dlow RJVs if the true states where (L, H), (H, L) and (H, H) in this region.
Subsidies increase the power of the R&D policy. The trade off between subsidiesand a
more efficient R& D organization is positive for asubset of R, in the no-subsidy case.

#f1 =0, thefirgt-best isawaysimplemented as Rl ;) is the only non-empty region.
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In region Rl (5 the regulator reduces the expected subsidies (rents) to the low
spillover types compared to the expected subsidies in region Rl ). Allowing a RV
only in gate (H, H) and not in the asymmetric states accomplishes this. The asymmetric
dates, (L, H) or (H, L) are so unlikely that this trade off is profitable in expected
welfare terms. The subsidies will be set a the maximum in the state (L, H) or (H, L)
(see proof Lemmad4). This keeps the low types honest because of the expected reward.
Note that as the correlation of types increases the subsidy converges to zero and the

second-best R& D policy convergesto the first-best.

In regions Rl 45 and RI ), the asymmetric states are extremely likey. A RV
will dways be dlowed if the firms report (L, H) or (H, L). If q is low, the regulator
would like to tax the firms in order to implement the first-best policy. Given thet thisis
not an option for the regulator, the second-best R& D policy reduces the probability of
approving a RV when the firms announce (H, H). However if the margina probability
of being low (g) becomes too high, the regulator will revert to subsidies to keep the
low spillover firms truthful. This trangtion is continuous. As in the no-subsidy case,
decreasesto 1 at the boundary with Rl (4 after which subsidies take over therole of gin
the no-subsidy case. Subsidies are now amore cost efficient means to create separation

inregion Rl (4.

The second-best R&D policy with lump-sum subsidies reveds that in addition
to the policy being industry specific and the need for soliciting private information
about the gppropriability conditions of the industry, the regulator should be prepared to
subsidize low spillover firms if public funds are not too costly. Instead of being too
lenient towards the formation of RIV's, the regulator should reward low spillover firms
for providing accurate information about the state of the industry which alows the
regulator to better judge the welfare effects of the proposed RIVs. In a more genera
framework these lump-sum subsidies could be part of aR& D subsidy policy that would
aso improve the incentives of alow spillover firm to invest in R&D. By this mechanism

the low spillover firms are then rewarded for the provision of a public good.
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5. Conclusions

Knowledge resulting from R&D investments is characterized by both an
externdity and a public good problem. By implementing a R&D policy that encourages
cooperative R&D in industries with severe appropriability problems, the government
increases socia welfare. However, the extent to which appropriability problems exist in
a specific indudtry, is usudly private information. Hence, the government should set up

its R&D policy taking thisinformation problem into account.

The government and the firms have conflicting objectives whenever both firms
have low spillovers. The optima R&D policy screens for the state (L, L) except when
ether the state (L, L) or the state (H, H) is extremdly likdy, or, when high and low
spillover firms can not smultaneoudy be induced to reved their type truthfully. In the
no-subsidy case the probability of alowing a RV is such that a low spillover firm has
no incentive to lie about its spillover in order to be dlowed to form a RIV. If public
funds are not too costly, lump-sum subsidies are a more efficient means to screen out
the ate (L, L). The expected subsidy compensates the low spillover firm for reveding
truthfully. However, these lump-sum subsidies will not improve alocative efficiency of
R&D at the margin. They only improve the screening capability of the government.
Examining a two-part subsidy scheme with afixed transfer and a per unit R& D subsidy
is left for future research. The per unit R& D subsidies improve total welfare both in the
case of R&D cooperation and competition. But we 4ill expect to find smilar
digtortions of the first-best R&D policy as in the case of lump-sum subsidies andyzed

here.

The fact that rivd firms can have different spillovers in the same industry,
however small the probability, resultsin anon trivial R&D policy. The firs-best policy
cannot be implemented anymore. Any rationa firm will claim to have a high spillover
level in the hope to be dlowed to form aRJV. In redlity the types of the firmswill most
likely be postively corrdated (0 < r < 1) within a given industry. Unlike an
unsophisticated R& D policy where the regulator only allows RIVs or not based on its



26

beliefs about the state of the industry, the second-best R& D policy uses the fact that the
spillovers of the firms are correlated in its formulation. If the margina probability of the
low spillover type, g, islow, RIVs should always be alowed because the state (H, H) is
very likely. With ahigh margina probability of the low spillover type, RIVs should not
be allowed. As the correlation between the types increases, the regulator can use this
correlation to improve upon the unsophisticated R&D policy by punishing asymmetric
date reports by the firms. A low spillover firm will then refrain from lying. A carefully
structured lump-sum subsidy program gets the second-best R& D policy even closer to
the first-best.

The second-best R&D policy derived in this paper differs from the current
R&D policy with respect to RIVs in both the US and Europe. We find that the
regulator should worry more about the effects of asymmetric information between
himsdlf and the industry. What redlly drives the case for alowing RIVs is the existence
of technologica spillovers. The regulator can improve upon the existing R& D policy of
bascaly not chdlenging any RV, by relying on its beliefs about the spillover state of
the industry or, in some cases, screening for the true spillover state. Thus increasing

scrutiny over RV formation should incresse welfare,
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Appendix A

From (A1) - (A4) we can immediately derive the following result:

Lemmal: At the optima mechanism ether IC(L) is binding or IC(L) and IC(H)
are both binding.

Proof: Just plug in the first-best mechanism:
IC(L) becomes: v, £ 0, which isclearly violated by (A4).
IC(H) becomes:. - vy, £ Owhichissatisfied by (A4).
Thus IC(L) will have to be binding at the second best mechanism. [

This obvious result will guide our solution process. Firs we solve for the optima
mechanism supposing that IC(L) is the only binding congtraint. Afterwards we check
for conditions such that IC(H) holds. If these conditions are violated we solve the
model for the region where IC(H) is violated such that both constraints are binding.

To simplify the eposiion define: a = t--, g =- - and define the following iitical
cutoffs: 3= Vig ’ 4= VW - 2V, Wy, ’ g —. VW, .
v v, W vV, W

It iseasy to show that & £4 when (A3) and (A4) hold.®
These cutoffs define five important regionsin the (a, g)- belief space:
R, ={(a.0)T A2latd,g% 4}, R, ={(a.0)T AZla®d,g£4},
R, ={(a.9)TA?|azd,g36},R, ={(a,g)T A’ld*asa,g£g},
Ry :{( g)l A?lata g£g}
In the fird case subgdies are zero and the R&D policy smplifies
to f(bi : bj) =r,,, - Wecan now make the formulation of the second-best R&D policy

of Proposition 1 and 2 precise. Note that given our definitions U(py, pxs) 1 U(a, 9):
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Proposition 1 and 2:
Let
— T A LH HLl.;]
IH(3)—R(3)(; ( g)l A2 |ag£v 5y,
o v, v, U
IHy =Ry Ci ( g)l Allags —VLHVHL Y
1 LL Y HH

o v, v, U
and |H(5):R(5)c; ( g)T A?lags "ty

LL " HH

The second best mechanism, £ =2, isasfollows:

Dif@ dl Rythenr® = 1,r® = 1,r =

( if(a,91 Rythenr = 0,r% =0, =

Q) if (@ dT Re\IHgthen & = % (8= 0, 18 =1

(3) if @, 91 IHgthen if U@, @ 3 O then ¥, =1 " b, T{LH},
ifU@, g £0,then i, =0 " b, T{LH}

4 if@a, 9T Ry\IHgthen 2 =1- & 18 =1 % =0

QD

(@) if (@, g1 IHgthen if U@, g 2 0,then i, =1 " b T{LH}
ifU@,9 £0,thenr® =0 " by T{LH}

() if(@a,d1 Re\IHgthen & =0, % =1, 1% =1 - %

(5)if (a,9 1 IHgthen if U(a, g2 0,then i, =1 " b T{LH}
ifU@, 9 £0,then % =0 " by T{LH}

PROCF:

In afirst step the problem is solved by assuming IC(L) isthe only binding congtraint. In
a following step Lemma 2 derives when IC(L) is the only binding congraint and
Lemma 3 derives what happensif both IC(L) and IC(H) are binding.

4

EP1:
Given that IC(L) is binding, we can rewriteit asfollows:

a
= (1 - —)rLH + — rwm.
a a

Subdtituting this into the regulator's objective gives:
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a —
[@ - ;)a wo * 2we]re + [Aaw, + gwaa]r

Note that w, . isnegative (A1).
We examine the coefficients of r and ryy in order to maximize the objective.

Cofficient of M-

If a £ " = 7, the coefficient of r_ is positive by (A1) and (A3). Thisimplies that

Vi
we want to increase ry to itsmaximum vaue, r .y = 1.

ViH W - 2V|_|_ WiH ~

The coefficient of r_ isdill postiveif a2 a anda £ =a
Vie W
Coefficient of ryy :
lfgs - Y Wi — g the coefficient of ryy is positive. Maximizing the objective

Vie Whn
function implies setting ryy = 1.

INRuw: =1, ran = 1, Subgtitution gives: 1. = 1.
In R(z): u=0,rgy=0, Substitution glve's r.=0.

|

INR@): rw =0, ray =1, Subgtitution gives: 1y = —

Q

In R(4): n=1ruy =0, Substitution glve's nL=1-

o | o

In R(s): nn=1,
Coefficient of ryy is negative. Setting ryy = 0, however, resultsinr, <O!
Set r. = 0and solve for the minima value of ryy for which IC(L) is satisfied:
_ a
H=1- —. O
a
STEP 2:
We 4till need to check if IC(H) issatisfied in dl these cases.

In regions Ry and Ry, IC(H) is trividly satisfied. The following Lemma dates the
conditionsin the other cases.

Lemma2:

IC(H) holdsin region R if and only if * (a,g)T R,,: ag? 2o
IC(H) holdsin region Ry if and only if * (a,g)1 R,: agg e,
IC(H) holdsin region R if and only if * (a,g)7 R, a gﬁ—XL”VV”L :

LL © HH

Proof: Straight forward. Just write out IC(H) in every case.l]
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The conditions for regions R, and, R» and R are exactly opposite. Note that if IH
1 f then |H(4):f = |H(5). If |H(4) 1 f then |H(3) =f. |H(5) can beempty or non-empty
depending on the parameters. In region R, when IC(H) is violated, the high type is
tempted to lie if he believes that his competitor is of the low type, in which case if he
tells the truth, they will not be allowed to form a RIV. In region Ry or R, when
IC(H) is violated, the high type would congder lying if he believesthat hisrival isaso
of the high type, since if the report is (H, H) they will not be dlowed to form aRJV or
only form aRJV with smdl probability.

Lemma3: If both IC(L) and IC(H) are binding then % =0 " b, T {L,H}
or rf% =1 " b, T{LH} inthat region.

Proof: 1C(L) and IC(H) are both binding.

SolvelC(L) forr,:  r¥ = ¢I- Egrm + 2 Fin-
ag a
Subdtitute into IC(H). IC(H) isbinding if and only if
Vue Vin
[ - ag][rHH - rLH] =0.
Vi VhH
Sodther = or ag =Y
Ve VhH

The second condition exactly indicates the border of the region where IC(H)
will be violated (Lemma 2). Substituting r 4 = ryy into the formulafor ry. gives
UST L =TIH = I'yk. O

In the regions where both IC condraints are binding, we have to compare the policy
where no RIVs are dlowed to the case of dways dlowing a RV which is equivalent to
checking :

SgN[PLL Wi + 2Pk Wen + Pan Win] = Sign U(pLe, pas) 1 U(a, 9).
If U(a, g) is positive in that specific region, then RVs should always be alowed.

In the statement of the Proposition the regions IH coincide with regions where IC(H)
isviolated, whilein the regions Ry \ IH only 1C(L) is binding..d

Proof of Proposition 3

A smple exercisein differentiation.

Notethat g = P = (L-a)L-r) v,
P Vi q+r (1' q) Vi

fq '(1' q)VLH £0 md%: -(1- r)qVLH £0.0

Tr - (+r(-qa) v, (q+r(- q))zvLL
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In order to state Proposition 5 precisdly, define a,a,§ as before, and let:

- 2| VLH

T W ~ _WLH+IVLH ~
- a(l )_ IVLL ’ g(l ) W

Itiseasy toshow that: a(1)3a "1 £1" and lim.4(1)=4a, and
g(1)EG "1 £17 and lim . §(1)=4

These cutoffs define five important regionsin (a, g)- belief space:

Rl ={(a,g) Atlaza(l).g£4( )} ’
R, ={(@.0)T Azla=4(l)g=g( ),
R, ={(@.0)TA?|a(1)2aza,g£4( )},
RI :{(a,g)T A’lata,g£g(l )}

Proof of Proposition 4
See proof of Proposition 5.

Propostion5: Suppose | £ | *. When only IC(L) is binding, the second best
mechanism, £, isasfollows:

Dif(a, g1 R gthen f*(L,L) = [0,5i,54], f¥(L H) = [1,54,0],
f®(H,L) = [1,0,5%:], f®(H,H) = [1,0,0], wherea Si, +Siy = av,,.

if (@, g1 Rl uthenf=(b, b)=1[0,0,0], " b1 {L,H}.

(Q)if (@, g1 Rl gthen f*®(L,L) = [0,S%,S4], f*(L,H) = [0,SL,0],
f®(H,L) = [0,0,5%,], f*(H, H) = [1,0,0], wherea Si, + S, = v,,.

@ if(a, 91 Rigthen (L, L) = [0,St,S%], (L, H) = [1,.0],
f*(H,L) = [1,0,8%], f*(H,H) = [0,0,0],
wherea Si, +Siw = av, - v,,.

®) if(a, @1 Rl gthen (L L) = [0,0,0], f*(L,H) = f°(H,L) = [1,0,0],
FR(HH) = [L - %,0,0].

PROOF:
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We take the same approach as in the proof of Propostions 1 and 2. In STEP 1 the
modd is solved while assuming that only IC(L) is binding, while in STEP 2 we check if
and when IC(H) is stisfied.

STEP 1.
Subsidies decrease the expected welfare. Setting Sy and Sy equal to zero does not
hurt the IC(L). Given that IC(L) is binding we can then rewriteit:

a
aSy + Sy = -av,ry +avy (l' ;) Frew + Vialae.
Substitute into the objective function:

a a
a[WLL + 2| VLL] ro. + 2[Wl_H -al VLL(l' 5)] rn + [g Wi - 2 VLL;] e

Again we check the coefficients of the decison variables.

Coefficient of 1, :

The coefficient of r., ispositiveif andonly if | 3 'ZWLL ="
Vi

Coefficient of r

The coefficient of r,. ispositiveif andonly it a £ W ¥ Vi =41,
Satrp=1 if thisholds.

Coefficient of ryy :
2l ViH
WhH

The coefficient of ryy ispogtiveif andonly if g 3 =g().

Setrpw=1 if thisholds.

If the coefficient of ., is pogitive, it is easy to show that the expected subsidy to the
low spillover type is non podtive a S + Sy £ 0. With non-negative subsdies, this
impliesthat S . = 0and S = 0. We are now back in the no-subsidy case. This proves
Proposition 4: if the cost of public fundsis high, no subsidies are used.

INRl @): re =0, ey =1, ruy = 1, Subdtitution in IC(L) gives a S+ Sn=a V..
InRI @- ML =0,ru=0,rn=0,5, =0andS=0.

InRI @ ML= O, ny= O, e =1, Subdtitution in |C(|_) glveS: aS, +SuH=V.
InRI @ ML= O, =1 rn= O,

Subdtitution in |C(L) glVS aS, +Suy=avy- V.

|nR|(5): rLL=O,rLH=1,rHH=1- ,S_L:Ofinds_H:O. O

||



STEP 2.

Again we need to check for conditions when IC(H) is satisfied.

A graightforward exercise in plugging the results of different regions into IC(H) gives
usthe following conditions to be satisfied:

(AA1).IC(H) holdsinRI ) if and only if a(v,, - v, ) +(ag - 1)S,, £0.
(AA2).1C(H) holdsin Rl @ if and only if v,,, - agv,, +(ag - 1)S,, £0.
(AA3). IC(H) holdsin Rl ¢ if and only if

a(v, - v, )+agv,, - v, +(@g- 1S, £0.

To amplify the exposition for this case, we make the following assumptions:

A5 g £ v
VHH

AG: Vil 3 Vi,

AT: Vi 2 Viw,

. ~ \" -V
AS8: g £ = *
Vi = Vin

A8:  4(1)g(1)£1.

Assumption (A5) comes straight from Lemma 2 and guarantees that IC(H) is
not binding in region Re. Assumption (A6) states that the profit gains from forming a
RJV for the high type are larger than that of alow type when therival is of the low type
and (A7) isagmilar statement if the rival isa high type. Both (A6) and (A7) imply that
regardiess of the competitor's type, the gains from R&D cooperation for the high
spillover type are larger than those of alow spillover type. Therival of a high spillover
firm will reduce its R&D expenditures significantly, since he loses everything to the
high spillover firm. By forming a RJV, this externdity is interndized and R&D
invesments increase. This benefits the high spillover firm in particular. These
assumptions formulate the traditional single crossng property for this mode.
Assumptions (A8) and (A8) are made to smplify the exposition (see Appendix B).
Snce §'(1)£g", assumption (A8) implies thatg' (1) is low. A firm with a high
spillover will place high probability on the event that hisriva is of the low type.

Lemma4: If (A1)-(A8) hold, then IC(H) is dways satisfied.

Proof: * Set Sy =0. (AAl) isimmediatdy satisfied if (A6) holds.
* Set Sy =win- (AA2) isimmediatdy satisfied if (A7) holds.
* Set Sy =0. From (A8) we know that ag£ 1 for dl (a, @ INRI (.
(AA3) f£a g [VHH - V|_H] +a [V|_|_ - VHL];
(A8) insuresthat this expression is till less than zero.
* If (A5) holds, then IC(H) is satisfied in region 5, from Lemma 2.0]



With the assumptions (A5)-(A8) madein STEP 2, only IC(L) is binding and the results
of STEP 1 determine the second-best policy.[]

Appendix B

In this Appendix we show that al assumptions made in the generdl model are
satisfied in a Smple, but often used model of R&D investment with spillovers. We
focus on the cost reducing investment game proposed by d/Aspremont and Jacquemin
(1988). The game firms play is a two stage game. In the first stage they make R&D
investment decisions to reduce their margina costs of production in the second stage.
In the second stage firms compete in quantities in the output market. Spillovers through
which knowledge (part of the firms investment) is also acquired by the rival firm, occur
in the first stage. After the first stage firms observe each others R& D levels® Let x; be
firmi's first stage R&D investment and ¢ its second stage market output. Let MC; be
firmi'smargina cost of production: MC; = ¢ - x; - bix; where bj=L=0 or bi=H=1. Firms
products are homogeneous with demand, p=a- Q, where Q = g, + ¢, and a>c.

We now gppend a stage to the game before the firms make any decisons. In
this stage the regulator sets up the mechanism where it allows RJVs or not depending
on the firms reports and can give alump sum subsidy. Profits and welfare will depend
on the ingdtitutional mechanism set up by the regulator. To smplify notation we will
index dl functions by nc when firms act non-cooperatively in both stages and ¢ when a
RV isformed.”’

To obtain a subgame perfect equilibrium, we solve the game backwards. Firms
aways act non-cooperatively (Nash-Cournot) in the output market (suppose this is
enforced by antitrust legidation). We can solve for the output levels as a function of
R&D investment levelsin thefirst stage:

qi(Xi Xy bi, bj) =Z+AX+ Bin, whereZ = (a-C)/S, A = (2-bj)/3 and B, = (2b|'1)/3
notethat A; >0" b; and B; <0if bj=0, B; > 0if bj=1.
In the previous stage firms decide on R&D investment. Note that we assumed
that at the time that the firms make their R& D and output decisions they have perfect
information about the state of nature. The regulator can influence this decision by its

R&D policy schedule that is set up in a stage before the firms play their two stage
game.

Reduced form profits as afunction of R&D invesments are;

Vik(Xi Xy bi, bj) = [qi(Xi Xy bi, bj)]2 - (GZ)(X,)Z where X = Xik(bi, bj) andk =ncor C,

% This assumption is to alow for strategic interactionsw.r.t. R&D (De Bondt and Veugdlers (1991)).
" Forming a RJV in this model stands for maximizing joint profits in the R&D stage. No efficiency
gainsin R&D are assumed. No new entity is necessarily creeted by this agreement. See also footnote 7.



where (G2)(x)? is the cost function for R&D investments accounting for decreasing

returns to scale in R&D. Gis an efficiency parameter: the lower G the more efficient
thefirminits R&D investments.

The equilibrium R&D levelsfor the different cases are:
Firms competein R&D:

Xinc(bi, bJ) = [ZZAi(G-ZAj2+2AjBi)]/N, whereN = (GZAiZ)(G-ZAjZ)-(ZAiBi)(ZAij).

Firmsform aRJV:
x (i, by) = 2Z[(A+B)(2A 1B+ 2A,B;) + (Ai+B;)(G2A%-2B)]/M,
whereM = (G’ZB;LZ-ZAZZ)(G2A12-2822)-(2A181+2A282)2

We assume that al output levels are non negative, the second order conditions
are satisfied as well as the stability conditions on the problem (Seade (1980), Henriques
(1990), dAspremont and Jacquemin (1990), De Bondt and Henriques (1992), De
Bondt, Slaets and Cassman (1992)). Basicdly this will put lower bounds on the R& D
efficiency parameter G Gmust be "sufficiently” large. From these conditions we derive
that G>G = 4/3.%°

The wefare function (consumer (CS") plus producer surplus (V1*+V5Y)) is:
Wo(bi, b)) = (i) 72 + (°+7) - G 2 (x°+x,))  wherek =ncorc.
Now we are able to calculate the reduced form profit and welfare functions

gross of subsidies for al states for al possible government R& D policies under perfect
information. These are the objects we care about in the paper.

WNC(L,L) = "4(%8:-)2 G
WNC(L H) = 2(a-c)2(162G3 - 261G2 + 132G- 16)G

’ (9G-4)2(3G-2)2

2
wnc(H, H)= 4@ -(; )6_(3()32- 1)G
_6)2(9G-

weL L= 2@ (;)G(zC)SZ )G
We(L H) = 2@-0)2(G-1)(18G2-23G+4)G

’ (9G2-14G+4)2
WC(H,H) = 4(a-c)?(9G- 4)G

(9G-8)2

%8 The exact conditions and calculations for this section are available upon request.
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_ (a-¢)2(9G-8)G _ (a-¢)%G
VvNC(L,L) = —(96-4)2 Ve(L,L) = 5G=2
2
_ (a-¢)2(3G-4)2(9G- 2)G ve(L Hy= (a-0)°(G-2)G
VNC(L, H) = 06 42(36-2)? (L, H) 962_136;4
_  (a-c)*G
ncy 1y~ 9a-c)%(9G-8)G3 Ve(H L= 8ele
VD= e a)236-2)2 ‘zG )1226““4
a-c
vne(H,Hy= (3-0)%(96-2)G VEHH= S5
(9G- 4)2

Proposition (B1): There exists a G+ such that for dl G > max{G,G} the
assumptions (A1)-(A4) are satisfied in this mode!.

Proof: Note that al reduced form profit and welfare functions are a function of G
and (a-c)* and are separable in these terms. To check the assumptions it is
sufficient to check the largest root G” of these expressions and check the
sgn of these expressonsfor larger G (A1) - (A3) hold for dl G>G
If trandfers are dlowed in the RV, (A4) holds for dl G >G, snce we
assume that the firms forming a RV will maximize joint profits. If no
transfers are allowed, we could aso focus on a particular split of the joint
profits namely the one where no transfers are involved, each firm gets the
profits according to its production when individua R&D levels are chosen
to maximize joint profits. Again we can derive the conditions on Gfor (A4)
to hold:

ingates (L, L), (H, L) and (H, H), (A4) holdsif G> G.
in state (L, H), (A4) holdsif G> max{3.36, G} = 3.36.
Let G = G =4/9in the generd case or let G- = 3.36 in the specific RV

profit sharing case.[]
Proposition (B2): For dl G> G the assumptions (A5)-(A8) are satisfied in this
model.

Proof:  (A5) holdsfor dl G>max{1.06, G}= G
(A6) and (A7) hold for dl G> max{0.84, G}
(A8) holdsfor dl G>max{1.15, G }=G
(A8) haldsfordl G>max{1.08, G}=Gc [

G
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Figure 1: Second-Best Policy without Subsidies in Terms of Correlation of Types
and Marginal Probability of Low Type
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Figure 2: Second-Best R&D Policy with Subsidies and Low Cost of Public Funds
In Terms of Correlation of Types and Marginal Probability of Low Type
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