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Abstract

We put forward a notion of implementation for Social Choice Functions (SCF)

that is robust with respect to the solution concept used to model agents’ strate-

gic interaction. Formally, we define implementation in Interim Correlated Ra-

tionalizability and its Refinements (ICRR implementation) as implementation

in Interim Correlated Rationalizability (ICR), with the extra requirement that

it be achieved by a mechanism in which all selections from ICR have the best-

reply property. We provide a tight characterization in terms of a novel notion of

monotonicity, Iterative Interim Monotonicity (IIM). Our condition relates the

possibility of ICRR-implementation with a specific way in which the SCF is

constrained by agents’ preference reversals. We provide several alternative for-

mulations of IIM, that clarify both its connection with various parts of the liter-

ature (such as Oury and Tercieux (2012)’s Interim Rationalizable Monotonicity,
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and others), and the source of IIM’s ability to overcome several limitations of

the previous conditions in the literature.

JEL classification: C79, D82

1. Introduction

The main objective of implementation theory is to characterize under what conditions

it is possible to specify a mechanism where agents’ strategic interaction results in the

outcome that the designer wishes to induce, as a function of agents’ types. Given

a model of the environment, which specifies agents’ information and beliefs about

everyone’s preferences over the feasible allocations, the mode of agents’ interaction

is captured by game theoretic solution concepts, each giving rise to a distinct notion

of implementation. The characterizations that ensue, as well as the implementing

mechanisms, are often very sensitive to the fine the details of the model’s components.

In recent years, several notions of robustness have been considered, to take into

account various forms of possible model mis-specifications (e.g., about agents’ prefer-

ences, information, and beliefs).1 With few exceptions, however, little attention has

been paid to the possibility that it is the very mode of agents’ interaction that could

be mis-specified.2 Obviously, if a mechanism is designed having a specific solution

concept in mind, but agents interact in a different way, the outcomes that ensue may

be very different from the desired ones. But how can we ensure that a mechanism

would perform ‘well’, even if the designer adopts the ‘wrong’ solution concept?

Somewhat contrary to standard game-theoretic intuition, resorting to a weaker solu-

tion concept would not be enough here. That is because implementation with respect

to the weaker solution concept does not ensure that its refinements are non-empty
1See, for instance, Bergemann and Morris (2005, 2009, 2011); Bergemann et al. (2010), Oury and

Tercieux (2012), Ollár and Penta (2017, 2023, 2024), Börgers and Li (2019), Penta (2015), Müller
(2016, 2020), Jain et al. (2022), Xiong (2023).

2Albeit from a very different perspective from that of the present paper, a few papers have
taken into account the possibility of mis-specifications of the model of agents’ interaction. See, for
instance, Eliaz (2002), Bochet and Tumennasan (2023b,a), and Gavan and Penta (2023).
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valued, and the theory is silent about what happens when agents face a mechanism

that admits no solution for the ‘true’ model of strategic interaction. Indeed, matters

of existence play a key role in this literature, as the implementing mechanisms are

typically tailored to a specific solution concept, and fine-tuned so as to ensure its

existence, but not that of its refinements.

For instance, consider a designer who adopts Interim Correlated Rationalizability

(ICR; Dekel et al. (2007)) to model agents’ strategic interaction. ICR accommodates

agents’ strategic uncertainty, it has nice properties, it is weak, and it is supported by

compelling epistemic foundations (cf. Dekel et al. (2007); Battigalli et al. (2011)). But

suppose that agents’ behavior is best captured by (say) Interim Independent Ratio-

nalizability (IIR; Ely and Peski (2006)). If the designer achieves ICR-implementation

with a mechanism that also admits IIR solutions, then he automatically attains his

objectives, since IIR is contained within ICR and hence all such profiles would also

induce desirable outcomes. But if no IIR profile exists in the mechanism, it is un-

clear how the agents would behave, and undesirable outcomes may ensue. It may

be tempting, then, to pursue double implementation with respect to both ICR and

IIR. But what if the ‘true’ solution concept is not IIR either, but a refinement of

IIR, say BNE? The problem would remain, just at a different level in the hierarchy

of refinements.

To address this issue, one would need to pursue implementation not only with re-

spect to ICR, but for a wide range of refinements. Formalising this idea presents its

challenges, and requires making some non-obvious modelling choices. We define im-

plementation in Interim Correlated Rationalizability and its Refinements (ICRR im-

plementation) as ICR-implementation, with the extra requirement that it be achieved

by a mechanism in which all selections from ICR have the best-reply property.3 That

is to say, should players’ conjectures be concentrated on any subset of the ICR pro-
3This formulation speaks directly to the thought-provoking construction by Kunimoto et al.

(2023), which we discuss in Section 3. The requirement that the mechanism induces ‘well-behaved’
best-response correspondences is most closely related to Bergemann et al. (2010) and Bergemann
and Morris (2008, 2011).
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files (for instance because, for reasons that are beyond the designer’s control, certain

profiles attain a focality that others lack), then they would still find a best-reply to

such conjectures that is within that subset. Note that whenever such a subset is a

singleton, this extra restriction implies that it forms an equilibrium, and hence our

notion also implies BNE-implementation.4

Besides addressing head-on the issue of strategic robustness, it turns out that our

approach enables us to provide a tight characterization in terms of a novel notion

of monotonicity – which we name Iterative Interim Monotonicity (IIM) – that re-

lates the possibility of achieving ICRR-implementation with a specific way in which

the SCF is constrained by agents’ preference reversals. Up to date, similarly tight

characterizations are lacking for both ICR and BNE-implementation, in that exist-

ing results combine notions of monotonicity with auxiliary assumptions that restrict

agents’ preferences or the set of alternatives (see, e.g., Oury and Tercieux (2012), Ku-

nimoto et al. (2023)). Our main result dispenses with all such extra assumptions, and

provides a full characterization purely in terms of a condition on preference reversals.

We provide several alternative formulations of IIM, that clarify both its connec-

tion with various parts of the literature (such as Oury and Tercieux (2012)’s Interim

Rationalizable Monotonicity, which is closest in spirit, as well as other notions from

the literature on both rationalizable and BNE-implementation), and the source of

IIM’s ability to overcome the limitations of the previous conditions in the literature.

The latter is achieved thanks to a novel formulation of the conditioning event that

identifies the relevant preference reversals, which is based on an iterative construc-

tion.5 As we will argue, this structure provides a template to unify key concepts in
4Since ICRR-implementation implies ICR&BNE-double implementation, our results are closely

related to the influential notion of continuous implementation (Oury and Tercieux (2012)). As we
will discuss, this also uncovers a connection between our approach to strategic robustness and a
distinct notion of robustness, that concerns possible mis-specifications of agents’ belief hierarchies.

5The iterative construction is reminiscent of the AM-measurability condition of Abreu and Mat-
sushima (1992b), which however focus on strategic distinguishability of types using the notion of
virtual implementation by finite mechanisms. In contrast, we study strategic distinguishability using
the notion of exact implementation in general mechanisms (cf. Bergemann et al. (2017)).
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the literature, as well as suggest extensions in several directions.

That our condition is directly expressed in terms of preference reversals is also a

novelty with respect to the literature on rationalizable implementation. We see this as

a valuable aspect of our results, since preference reversals are the standard language

for notions of implementation that are based on equilibrium concepts, but not for ra-

tionalizable implementation. Identifying a condition that attains a characterization in

terms of preference reversals therefore enables a more direct comparison of the equi-

librium and non-equilibrium approaches, and favors the integration of rationalizable

implementation within the classical literature.

2. The Environment

2.1. Preliminaries

Preferences. We consider environments with a finite set of agents, I = {1, ..., n}, and

a countable space of allocations, A. The set of lotteries over allocations, or outcomes,

is denoted by X ≡ ∆(A).6 To represent a situation of incomplete information, we

parameterize as usual agents’ preferences over outcomes by a set of states of nature,

Θ. For each i ∈ I, we let ui : X×Θ → R denote agent i’s state-dependent preferences

about lotteries over allocations, and assume that u(·, θ) is consistent with expected

utility theory for each θ ∈ Θ

Information. We assume that agents’ information about the state of the world has

a product structure, and hence without loss of generality we can write the set of states

as Θ = Θ0 ×Θ1 . . .×Θn, with the understanding that each agent i only observes the

i-the component; θ0 ∈ Θ0 denotes the residual uncertainty that is left after pooling

all agents’ information. As standard, for each i ∈ I, we let Θ−i := ×j∈I\{i}Θi, so

6Throughout the paper, if S is a topological space, we treat it as a measurable space with its
Borel sigma field, and the space of Borel probability measures on S is denoted by ∆(S). Spaces
∆(S) are endowed with the topology of weak convergence of measures. Also, we treat each countable
set as a topological space endowed with the discrete topology. A subset Y of a topological space S
is a dense subset of S if the closure of Y in S is equal to S.
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that Θ = Θ0×Θi×Θ−i.7 This model accommodates general environments, including

the following special cases: (i) complete information corresponds to the case when

|Θk| = 1 for all k = 0, 1, .., n; (ii) private values obtain if each ui is constant in

(θ0, θ−i); (iii) pure common values is obtained letting |Θi| = 1 for all i ∈ I; (iv)

distributed knowledge holds if |Θ0| = 1; (v) interdependent values are present whenever

ui depends on θ−i for some i ∈ I; etc. (cf. Battigalli et al. (2011); Penta (2012)).

Beliefs. Agents’ beliefs about the state of the world and others’ beliefs are

represented via a (Harsanyi) type space. Formally, a type space is a tuple T =(
Ti, θ̂i, κi

)
i∈I

, where for each i ∈ I, Ti is a countable set of types, θ̂i : Ti → Θi is a

function assigning to each type ti a payoff type in Θi, and κi : Ti → ∆(Θ0 × T−i)

assigns to each type his beliefs about Θ0 and the profile of types of the other players,

where T−i := ×j ̸=iTj. As usual, we also define T := ×i∈ITi.

Social Choice Functions. The designer’s objective is represented by a social choice

function (SCF, henceforth), f : T → X. We do not impose any restriction on the

SCF. In particular, we do not assume that it be responsive (cf. Bergemann and Morris

(2009) and Ollár and Penta (2017)).

Mechanisms. A mechanism is a tuple M = ((M)i∈I , g), where Mi is a non-empty

and countable set of messages for player i, and g : M → X is the outcome function,

which assigns to every profile of messages an outcome. A message profile m ∈ M is

often written as (mi,m−i), where m−i ∈ M−i. A mechanism is direct if Mi = Ti for

all i and g = f . This mechanism is denoted by M∗.

Bayesian Games. Given an environment (i.e., with a set of agents with state-

dependent preferences), and a type space T , any mechanism M induces a Bayesian

game, with strategies σi : Ti → ∆(Mi) for each i. We write σi (ti) [mi] for the
7We will adopt a similar notation throughout. That is, if there is a space or a correspondence

Si for each i ∈ I, we define the set of profiles of all agents and of i’s opponents, respectively, as
S := ×i∈ISi and S−i := ×j ̸=iSj , with typical elements s and s−i, respectively.
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probability that σi assigns to mi when player i is of type ti. We say that σi is pure if

σi(ti) is a degenerate lottery for all ti.

For any payoff type θi ∈ Θi and probabilistic conjectures µi ∈ ∆(Θ0 ×Θ−i ×M−i),

we let ri(µ
i, θi) denote the set of player i’s best responses in the mechanism:8

ri
(
µi, θi

)
:= arg max

mi∈Mi

 ∑
(θ0,θ−i,m−i)∈Θ0×Θ−i×M−i

µi [θ0, θ−i,m−i] [ui (g (mi,m−i) , (θ0, θi, θ−i))]

 .

Finally, it will be useful to introduce special notation for the conjectures that

are induced by type ti’s beliefs of player i over the state of nature, Θ0 × Θ−i, and

the opponents’ types (as specified in T ) when he thinks that the opponents’ play

follows the strategy profile σ−i. Such conjectures will be denoted by µi (ti, σ−i) ∈

∆(Θ0 × Θ−i × M−i). Formally, for all i ∈ I, all ti ∈ Ti and all strategy profiles

σ−i = (σj)j ̸=i, we let µi (ti, σ−i) be s.t., for each (θ0, θ−i,m−i) ∈ Θ0 ×Θ−i ×M−i,

µi (ti, σ−i) [θ0, θ−i,m−i] =
∑

t−i∈θ̂−1
−i (θ−i)

κ (ti) [θ0, t−i]σ−i(t−i) [m−i] . (1)

2.2. Solution Concepts

In this section, we introduce our main solution concepts, starting from Bayes-Nash

Equilibrium (BNE). Exploiting the notation introduced above, the BNE for the

Bayesian game (M, T ) can be defined as follows:

Definition 1. For any (M, T ), a profile of strategies σ = (σi)i∈I is a Bayes-Nash

equilibrium if, for all i ∈ I and all ti ∈ Ti, mi ∈ Supp (σi (ti)) only if mi ∈

ri

(
µi (ti, σ−i) , θ̂i(ti)

)
.

BNE is obviously a central concept in the implementation literature, but our anal-

ysis will be mainly concerned with Interim Correlated Rationalizability (ICR, hence-
8Since the reference to the mechanism will be clear from the context, we keep the notation simple

and omit the dependence of the best reply correspondence on M.
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forth), which was introduced by Dekel et al. (2007), and the notion of best-reply set.

To introduce these concepts, we need additional notation.

Fix any (M, T ). Let Σ = (Σi)i∈I denote a profile of correspondences Σi : Ti →

2Mi\ {∅} that assign to each type of player i a (non-empty) set of messages in Mi. Σi

can be thought of as a set-valued counterpart of a pure strategy, σi : Ti → Mi. Hence,

if a pure strategy profile σ−i can be thought of as a player i’s theory of what message

profile would be sent by each type profile of the opponents, Σ−i similarly represents

i’s view that, for each type profile t−i, the opponents would send messages in the set

Σ−i(t−i) ⊆ M−i. In analogy with the notation we introduced above, µi(ti, σ−i), we let

Ci(ti,Σ−i) ⊆ ∆(Θ0×Θ−i×M−i) denote the set of type ti’s correlated conjectures that

are concentrated on Σ−i. To this end, let γ−i : Θ0 × T−i → ∆(M−i) be a ‘correlated

strategy profile’ of i’s opponents, and let µi(ti, γ−i) denote the conjectures induced

by type ti’s beliefs, given γ−i. Formally, for all ti and all γ−i : Θ0 × T−i → ∆(M−i),

we let µi (ti, γ−i) ∈ ∆(Θ0 ×Θ−i ×M−i) be s.t., for each (θ0, θ−i,m−i),

µi (ti, γ−i) [θ0, θ−i,m−i] =
∑

t−i∈θ̂−1(θ−i)

κ (ti) [θ0, t−i] γ−i(θ0, t−i) [m−i] (2)

Then, the set of type ti’s correlated conjectures that are concentrated on Σ−i is

Ci(ti,Σ−i) =

µi :

µi = µi(ti, γ−i) ∈ ∆(Θ0 ×Θ−i ×M−i)

for some γ−i : Θ0 × T−i → ∆(M−i) s.t.

γ−i(θ0, t−i) ∈ ∆(Σ−i(t−i)) for all (θ0, t−i) ∈ Θ0 × T−i

 . (3)

With this, we define the best-reply property as follows:

Definition 2. Fix any (M, T ). A collection Σ = (Σi)i∈I of correspondences Σi : Ti →

2Mi\ {∅} has the best-reply property if, for all i ∈ I, all ti ∈ Ti, and all mi ∈ Σi(ti),

there exists a conjecture µi ∈ Ci(ti,Σ−i) s.t. mi ∈ ri(µ
i, θ̂i(ti)).

Def. 2 extends the standard definition of best-reply sets to a Bayesian game.

The only non necessarily trivial aspect of this extension is the way that the set of
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relevant conjectures could be defined. The definition above allows for correlated

conjectures, and it is the right one to connect this notion of best-reply property

to Interim Correlated Rationalizability, which will be introuced shortly. Just like

(pure and mixed) Nash Equilibria are connected with best-reply sets in complete

information games, it is useful to observe that the notion in Def. 2 is connected with

BNE in the following way:

Remark 1. Fix any (M, T ). The following statements hold:

(i) A collection Σ of single-valued correspondences (i.e., s.t., for all i ∈ I, there

exists σi : Ti → Mi s.t. Σi(ti) = {σ(ti)} for all ti ∈ Ti has the best-reply

property if and only if σ = (σi)i∈I is a pure BNE.

(ii) If σ is a (possibly mixed) BNE, then the collection Σ s.t. Σi(ti) := Supp(σi(ti))

for all i and all ti, has the best-reply property.

We can now introduce Interim Correlated Rationalizability, which essentially con-

sists of the ‘largest’ collection Σ of correspondences Σi : Ti → 2Mi\ {∅} that have the

best-reply property. That is:

Definition 3 (Interim Correlated Rationalizability). Fix any (M, T ). For each ti ∈

Ti, the set of Interim Correlated Rationalizable (ICR) messages for type ti, denoted

by ICR(ti), is the set of all messages mi ∈ Mi s.t. mi ∈ Σi(ti) for some collection Σ

with the best-reply property.

This definition of ICR is analogous to the standard ‘fixed point’ definition of Ra-

tionalizability for complete information games (cf. (Bernheim (1984); Pearce (1984)).

As usual, the concept may also be given a recursive definition, in terms of an iter-

ated deletion procedure. Since we impose no restrictions on the mechanism, however,

the resulting game need not be well-behaved, and hence such a recursive definition is

equivalent to the ‘fixed point’ version above only provided that we allow for transfinite

induction (cf. Arieli (2010)). To this end, following Aliprantis and Border (2006),
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we let Ω denote a set of ‘ordinals’, which are ordered by ≤, and assume that Ω is (i)

uncountable and (ii) has a greatest element ω1.9

Definition 4 (ICR: Recursive Formulation). Fix any (M, T ). For all i ∈ I and all

ti ∈ Ti, let R0
i (ti) = Mi, and for all ordinals α ∈ Ω\{0}, define Rα

i (ti) as follows:

• If α is a successor ordinal, then

Rα
i (ti) =

{
mi ∈ Rα−1

i (ti) : mi ∈ ri(µ
i, θ̂i(ti)) for some µi ∈ Ci(ti, R

α−1
−i )

}

• If α is a limit ordinal, then Rα
i (ti) =

⋂
α′<α R

α′
i (ti)

Finally, define the set Ri (ti) :=
⋂

α∈Ω Rα
i (ti).

The next result shows that, for any (M, T ), the correspondence Ri : Ti ⇒ Mi is

well-defined and the collection R = (Ri)i∈I has the best-reply property. Furthermore,

for all i and all ti, we have that ICRi(ti) = Ri(ti).10

Lemma 1. For all (M, T ), the net {Rα}α∈Ω is monotonically decreasing with respect

to set inclusion. Its limit, which we denote by R, exists and has the best-reply

property. Moreover, there exists α∗ ∈ Ω s.t., for all α ∈ Ω with α ≥ α∗, Rα
i (ti) =

Rα+1
i (ti) = Ri(ti) = ICRi(ti) for all i ∈ I and all ti ∈ Ti.

3. Implementation

In this section, we introduce the main notions of implementation that we consider,

starting with BNE- and ICR-implementation:

Definition 5 (BNE-Implementation). A mechanism M implements f : T → X in

Bayes-Nash Equilibrium (BNE-implements, henceforth) if (i) the set of BNE is non-

empty, and (ii) if σ is a BNE, then g (σ(t)) = f (t) for all t ∈ T . If such a mechanism

exists, then we say that f is BNE-implementable.
9The existence of this set Ω is proved in Theorem 1.14 of Aliprantis and Border (2006) p. 19.

10Lemma 1 generalizes the results of Arieli (2010) to the case of incomplete information.
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Definition 6 (ICR-Implementation). A mechanism implements f : T → X in In-

terim Correlated Rationalizability (ICR-implements, henceforth) if (i) ICR(t) ̸= ∅ for

all t ∈ T , and (ii) for all t ∈ T , m ∈ ICR (t) → g (m) = f (t). If such a mechanism

exists, then we say that f is ICR-implementable.

ICR-implementation was first studied by Oury and Tercieux (2012), who related

it to continuous implementation: The requirement that an SCF be interim incentive

compatible (IIC) on a neighborhood of the belief-hierarchies associated with agents’

types in that type space.11 More recently, Kunimoto et al. (2023) showed that ICR-

implementation may be achieved by a mechanism in which, in fact, all refinements of

ICR are empty-valued, and hence with the feature that the SCF is not implemented

in any refinement of ICR, including BNE. We use their example below to illustrate

the point.

Example 1. There are two players i ∈ {1, 2}. There is no residual payoff state (i.e.,

Θ0 is a singleton), player 1 has three types, T1 = {t1, t′1, t′′1}, and player 2 has two

types, T2 = {t2, t′2}. Beliefs are as follows: κ1(t1)[t2] = .99, κ1(t
′
1)[t2] = κ1(t

′′
1)[t2] = 0,

and κ2(t2)[t1] = κ2(t2)[t
′
1] = κ2(t2)[t

′′
1] =

1
3
, π2(t

′
2)[t

′
i] = 1.

There are six pure alternatives X = {a, b, c, d, z, z′}, and agents’ state-dependent

utilities are depicted in the following tables:

a t2 t′2
t1 4, 4 4, 0
t′1 0, 0 4, 1
t′′1 1, 1 4, 0

b t2 t′2
t1 0, 0 3, 3
t′1 1, 1 2, 0
t′′1 0, 0 2, 1

c t2 t′2
t1 0, 0 3, 1
t′1 3, 3 3, 0
t′′1 3, 3 3, 0

d t2 t′2
t1 3, 4 2, 0
t′1 0, 3 3, 3
t′′1 0, 3 3, 3

z t2 t′2
t1 4, 1 2, 0
t′1 2, 2 5, 0
t′′1 2, 2 2, 0

z′ t2 t′2
t1 4, 0 4, 1
t′1 2, 0 2, 2
t′′1 2, 0 5, 0

z′′ t2 t′2
t1 −1,−1 −1,−1
t′1 −1,−1 −1,−1
t′′1 −1,−1 −1,−1

11Continuous implementation being the main focus of Oury and Tercieux (2012), ICR-
implementation in that paper was studied in combination with other properties implied by con-
tinuous implementation, which include, in particular, the existence of a BNE.
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The SCF is as in the following table:

f t2 t′2
t1 a b
t′1 c d
t′′1 c d

First, it can be checked that SCF f is Bayesian incentive compatible, and hence

truthful revelation is a BNE in the direct mechanism. In this sense, f is partially

implementable. The direct mechanism, however, fails full implementation, as it ad-

mits both BNE and ICR profiles that do not induce f .12 Nonetheless, as the results

in Kunimoto et al. (2023) show, this SCF can be ICR-implemented, by some prop-

erly constructed ‘augmented’ mechanism. To this end, let Y f
i denote the set of all

mappings yi : Ti × T−i → ∆(X) with the property that each type ti ∈ Ti prefers the

allocation to be chosen according to f than yi.13

Then, consider the following mechanism, which is an adaptation of the one provided

in Kunimoto et al. (2023). For each i, the message space is

Mi = Ti × T−i × N× Y f
i ×∆(X),

with generic element mi = (m1
i,1,m

1
i,2,m

2
i ,m

3
i ,m

4
i ) ∈ Ti × T−i ×N× Y f

i ×∆(X), and

the outcome function is as follows:

Rule 1. If m2
i = m2

−i = 1, then

g(m) = f(m1
i,1,m

1
−i,1). (4)

12For instance, the profile (σ1, σ2), where σ1(t1) = t′1, σ1(t
′
1) = t′1, σ1(t

′′
1) = t′′1 and σ1(t2) =

t′2, σ1(t
′
2) = t′2 is a BNE, which does not implement f .

13Formally, Y f
i consists of all mappings yi : Ti × T−i → ∆(X) s.t.∑

t−i∈T−i

κ(ti)[t−i]ui(f(ti, t−i), ti, t−i) ≥
∑

t−i∈T−i

κ(ti)[t−i]ui(y(ti, t−i), ti, t−i) for all ti ∈ Ti

.
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Rule 2. If there is an i ∈ I s.t. m2
i ̸= 1 m2

−i = 1, then

g(m) =
m2

i

1 +m2
i

m3
i (m

1
−i,2,m

1
−i,1) + (1− m2

i

1 +m2
i

)z′′. (5)

Rule 3. if m2
i ̸= 1 and m2

−i ̸= 1, then

g(m) =
m2

i

1 +m2
i

m4
i + (1− m2

i

1 +m2
i

)z′′. (6)

As we show in Appendix D, in this mechanism the ICR strategies are s.t., for

each i and each ti ∈ Ti, ICRi(ti) = {mi ∈ Mi|m1
i,1 ∈ βf

i (ti) and m2
i = 1}, where

βf
i (ti) = {t′i ∈ Ti|f(t′i, ·) = f(ti, ·)}. Such an augmented mechanism therefore

does achieve ICR-implementation. But, despite all selections from the ICR set in-

duce the same outcomes, here no ICR-profile forms a mutual best reply, and hence

a BNE. For instance, suppose that player 2 plays according to strategy σ2(t̃2) =

((t̃2, t1), 1,m
3
2,m

4
2) for each t̃2 ∈ T2, and let m̂3

1 be a message s.t. m̂3
1(t1, t2) =

m̂3
1(t1, t

′
2) = κ1(t1)[t2]f(t1, t2) + κ1(t1)[t

′
2]f(t1, t

′
2). Then, for type t′1 of agent 1, an-

nouncing m̂1 = ((t′1, t2),m
2
1, m̂

3
1,m

4
1), instead of any of the ICR-messages ((t′1, , t2), 1,m3

1,m
4
1),

is profitable if m2
1 is large enough. Indeed, no strategy of player 1 is a best response to

σ2, and hence this mechanism is not ‘well-behaved’ in the sense of Bergemann et al.

(2010); Bergemann and Morris (2008), and Bergemann and Morris (2011). In fact,

as it turns out, despite being ICR-implemented by the above mechanism, this SCF is

not BNE-implementable, by any mechanism. ■

Hence, by cleverly tailoring the mechanism to the specific solution concept (ICR in

this case), Kunimoto et al. (2023) obtained the insightful and thought-provoking result

that ICR-implementation may sometimes be more permissive than BNE-implementation.

As we discussed in the introduction, our notion of implementation limits such ‘fine

tuning’ possibilities, by insisting that the mechanism be well-behaved not only for

ICR, but also for its refinements. At a minimum, this should include BNE. But

13



an adequate notion of robustness should also include ‘all concepts in between’. We

formalize this idea as follows:

Definition 7 (ICRR-Implementation). A mechanism implements f : T → X in

Interim Correlated Rationalizability and its Refinements (ICRR-implements) if: (i)

it ICR-implements f ; and (ii) it is strategically robust, i.e. it is s.t. all collections

of non-empty valued correspondences Σ s.t. Σi(ti) ⊆ ICRi(ti) for all ti have the

best-reply property. If such a mechanism exists, then f is ICRR-implementable.

Clearly, ICRR-implementation implies both ICR and BNE-implementation, but

the converse is not true.

4. Iterative Interim Monotonicity

In this section, we introduce the key condition, Iterative Interim Monotonicity (IIM),

and our main result, that is that IIM fully characterizes ICRR-Implementation.

4.1. Deceptions

A standard concept within the literature on BNE- and ICR-implementation is the

concept of deception. Formally, for each i ∈ I, let us call any map βi : Ti → 2Ti\ {∅}

as player i’s deception. Deceptions can be thought of as the non-empty valued corre-

spondences Σi : Ti → 2Mi \ {∅} defined in the previous section (see, e.g., Def. 2), for

the special case in which the mechanism is direct, M∗.

A special deception for player i is the truth-telling deception, βid
i , defined by

βid
i (ti) := {ti} for all ti ∈ Ti. Another special deception is the babbling deception,

which is denoted by β̄i and defined by β̄i (ti) := Ti for all ti ∈ Ti.

For any βi and any β′
i, we write βi ⊆ β′

i if βi (ti) ⊆ β′
i (ti) for all ti ∈ Ti. Let Bi

denote the set of player i’s deceptions containing the truth-telling deception:

Bi =
{
βi : Ti → 2Ti\ {∅} |βid

i ⊆ βi

}
.
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The set of deception profiles is B := ×i∈IBi, with typical element β = (βi)i∈I . Note

that, by definition, the truthtelling deception, βid, is minimal with respect to inclusion

within this set. (Formally: βid ∈ B and ∄β′ ∈ B \ {βid} s.t. β′ ⊆ βid.)

4.2. IIM: Definition

The logic of IIM is similar to several classical notions of monotonicity, including

Maskin (1999)’s, which restricts the SCF to being constant over states of the world

in which agents’ preferences do not display preferences reversals of a special kind.

This is expressed with respect to the preferences that a given type, ti, induces over

a specific collection of (Anscombe-Aumann) acts, yi : T−i → X. Hence, we introduce

next the familiar notion of lower counter sets in this space.

To this end, we let type ti’s expected utility of act yi : T−i → X, given the belief

µi ∈ ∆(Θ0 ×Θ−i × T−i), be denoted as:

Ui(yi, µ
i, ti) :=

∑
(θ0,θ−i,t−i)∈Θ0×Θ−i×T−i

µi [θ0, θ−i, t−i]ui

(
yi(t−i), (θ0, θ̂i(ti), θ−i)

)

Note that, for each t′i ∈ Ti, the function f(t′i, ·) : T−i → X is one such act. Then,

we can define the lower contour set of f(t′i, ·), for type ti and given beliefs µi, as the

set of acts yi : T−i → X that, given µi, yield an expected utility that is not higher

than that produced by f(t′i, ·). Formally:

Li(f(t
′
i, ·), µi, ti) :=

{
yi : T−i → ∆(X) Ui(f(t

′
i, ·), µi, ti) ≥ Ui(yi, µ

i, ti)
}

Now, fix a deception profile β ∈ B. The lower contour set of (f(ti, ·), β) for type ti,

denoted Li(f(ti, ·), β, ti), consists of all acts yi : T−i → X that induce a weakly lower

expected utility than f(ti, ·), for all beliefs µi ∈ Ci(ti, β−i).14 Formally:
14The set of consistent conjectures concentrated on β−i, Ci(ti, β−i), is formally defined in eq. (3).
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Li(f(ti, ·), β, ti) :=
⋂

µi∈Ci(ti,β)

Li(f(ti, ·), µi, ti)

Finally, we let Yi(β) denote the set of all acts that are in the lower contour set of

(f(ti, ·), β) for all types of player i:

Yi(β) :=
⋂
ti∈Ti

Li(f(ti, ·), β, ti).

Intuitively, Yi(β) contains all acts yi : T−i → X that no type ti with conjectures

concentrated on β would prefer over the act that is induced by truth-telling under

the SCF (namely, f(ti, ·)). In that sense, it can be thought of as the set of credible

reward functions, when the sole information about agents’ beliefs is that they are

concentrated on β.15 Note that if β̂ ⊆ β, then Yi(β) ⊆ Yi(β̂). Hence, Yi(β) is largest

when β = βid, since the truthtelling profile is minimal within B.

Next, let the deception βf be defined so that t′ ∈ β(t) if and only if f(t) = f(t′).

By definition, βid ⊆ βf , with equality if f is responsive. Also note that, for a general

deception β′, requiring it to be s.t. β′ ⊆ βf amounts to stating that f(t) = f(t′)

whenever t′ ∈ β′(t).

Definition 8. f : T → X satisfies IIM if and only if β′ ⊆ βf whenever β′ is s.t.

for each i ∈ I, each ti ∈ Ti and each t′i ∈ β′
i(ti), there exists µi ∈ Ci(ti, β

′
−i) s.t.

Yi(β
f ) ⊆ Li(f(t

′
i, ·), µi, ti).

In words, IIM states that whenever a deception β′ is s.t., for each agent i and

type ti, and for each deceiving report t′i ∈ β′
i(ti), it is possible to find a conjecture

µi according to which all the credible rewards Y (βf ) are in the lower contour set of

f(t′i, ·) for type ti, then it must be case that f(t) = f(t′) for all t and t′ s.t. t′ ∈ β(t).
15Yi(β) is a metrizable separable space. To see it, observe that ∆(X) is a separable metric space

under the Prohokorov metric given that X is a separable metric space (Aliprantis and Border (2006);
Theorem 14.15). Moreover, a countable product of the space ∆(X) is separable metric space under
the standard metric (see, e.g., Ok (2011), p. 196). Thus, since Yi(β) is a subset of a separable metric
space, it is also a separable metric space.
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Equivalently, the SCF may chose different allocations at states t and t′ only if, moving

from t′ to t, there exists at least some agent i and a deception β′ with the property

that for each of ti’s consistent conjectures on β′, at least one of the acts in Yi(β
f ) has

climbed up from being ranked below to above f(t′i, ·).

4.3. ICRR-Implementation: A full characterization

We can now present our main characterization result:

Theorem 1. f : T → X is ICRR-implementable if and only if f satisfies IIM.

The proof of this result is in Appendix A, and it is based on the characterization

of IIM that we provide in Theorem 3 below. Here, it is useful to discuss a necessary

condition for IIM (and, hence, for ICRR-implementability of an SCF), which is easier

to check and may hence be used to easily identify SCFs that do not satisfy IIM.

Remark 2. If f : T → X satisfies IIM, then whenever ti and t′i are s.t. there exists

µi ∈ Ci(ti, β
f
−i) s.t. Yi(β

f ) ⊆ Li(f(t
′
i, ·), µi, ti), it must be that f(ti, ·) = f(t′i, ·).

Hence, for any two types, if there exists at least one feasible conjecture concentrated

on βf under which ‘no reversals’ occur from one type to the other, then IIM forces the

SCF to induce the same act under the two types. The convenience of this condition

stems from the fact that, for any f , it suffices to check properties of the corresponding

βf deception. On its own, however, it need not suffice to ensure IIM, since it may be

that some β′ ̸⊆ βf also satisfies the same ‘no reversal’ condition, when conjectures

concentrated on β′ are taken into account. As per Def.8, IIM requires that no such

deceptions exist (in that all β′ with such property must be already ‘inside’ βf , which

need not be for an arbitrary f , even if the condition in Remark 2 holds.)

5. IIM, Measurability and Non-Refutability

We present next a few equivalent formulations of IIM, which help clarify the connec-

tion with other conditions in the literature. Similar to the measurability conditions in
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Abreu and Matsushima (1992a), Bergemann et al. (2017), such alternative formula-

tions of IIM require the SCF to be constant over types that cannot be ‘separated’ from

one another. This perspective also enables a direct comparison with Bayesian Incen-

tive Compatibility, as well as other notions of monotonicity, such as Jackson (1991)’s

Bayesan Monotonicity, and Oury and Tercieux (2012)’s IRM. First we introduce the

following standard notion:

Definition 9. A deception β ∈ B is acceptable for f : T → X if f(t) = f(t′) whenever

t′ ∈ β(t). A deception is unacceptable otherwise.

By definition, the truthful deception βid is trivially acceptable. Requiring accept-

ability for some β ̸= βid is essentially imposing a measurability restriction on f .

Fix any deception β, and any conjectures µi ∈ ∆(Θ0 ×Θ−i × T−i). We say that µi

separates type t′i from ti with respect to β (or β-separates t′i from ti), if there exists

a reward function yi ∈ Yi(β) that is both credible with respect to β and that type

ti strictly prefers over the act f(t′i, ·). The non-separability correspondence, ρβi ,

that assigns to each µi and each ti the set of types that are not β-separated from ti

under the conjectures µi, is thus defined as follows: ρβi : ∆(Θ0×Θ−i×T−i)×Ti ⇒ Ti

s.t.

ρβi (µ
i, ti) :=

{
t′i ∈ Ti : Yi(β) ⊆ Li(f(t

′
i, ·), µi, ti)

}
. (7)

A deception β′ is non-refutable with respect to β, if there exists no type ti and

t′i ∈ β′
i(ti) which can be β-separated from ti under all consistent conjectures that are

concentrated on β′. Formally:

Definition 10. Fix any β, β′ ∈ B. We say that β′ is non-refutable w.r.t. β if for

all i ∈ I, all ti ∈ Ti, and all t′i ∈ β′
i(ti), there exists µi ∈ Ci(ti, β

′
−i) s.t. t′i ∈ ρβi (µ

i, ti).

It makes sense to define a deception β∗ as maximally non-refutable with respect to itself

if it is s.t. β ⊆ β∗ whenever β is non-refutable with respect to β∗. With this, we

define the following:
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Definition 11. A deception β∗ is tightly non-refutable if it satisfies the following:

(i) β∗ is maximally non-refutable w.r.t. itself;

(ii) β∗ ⊆ β for all β that are maximally non-refutable w.r.t. themselves.

As it will be shown, a tightly non-refutable deception always exists.16 Note that, by

definition, if β∗ is tightly non-refutable, then ti ∈ β∗
i (t

′
i) if and only if t′i ∈ β∗

i (ti). That

is, any tightly non-refutable deception β∗ induces a partition over the set of types.

Let ∼∗ denote the corresponding equivalence relation. Also, by definition, t′i ∈ β∗(ti)

if and only if there ∃µi ∈ Ci(ti, β
∗
−i) s.t. t′i ∈ ρβ

∗
(µi, ti). Hence, ti ∼∗ t′i if and only

if t′i cannot be β∗-separated from ti under all consistent conjectures concentrated on

β∗.

The next result provides a few equivalent formulations of IIM that help connect

the notion in Def.8 with other concepts in the literature.

Theorem 2. The following are equivalent:

1. f satisfies IIM.

2. βf is tightly non-refutable.

3. Every deception that is tightly non-refutable is acceptable.

This theorem follows directly from the proof of Theorem 3, in the next section.

The characterization in point 3, in particular, enables a direct comparison with the

main notions of monotonicity that have been provided for BNE and ICR. We start

with the notions from Jackson (1991) and Oury and Tercieux (2012), respectively,

Bayesian Monotonicity and Interim Rationalizable Monotonicity.17

Definition 12. f : T → X satisfies Bayesian Monotonicity (BM) if every single-

valued deception that is non-refutable w.r.t. βid is acceptable.
16In the next section we will show that it is unique, and provide an explicit algorithm to identify

it for any SCF.
17Our formulation of Bayesian Monotonicity favors a direct comparison with both IRM and IIR,

but it is easy to show that it is equivalent to Jackson (1991)’s original definition.
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Definition 13. f : T → X satisfies Interim Rationalizable Monotonicity (IRM) if

every deception that is non-refutable w.r.t. βid is acceptable.

Oury and Tercieux (2012) introduced IRM as a condition for ICR-implementation

by a mechanism with a BNE. By dropping the BNE requirement, on the other hand,

Kunimoto et al. (2023) showed that a weaker form of IRM, called weak-IRM, is

necessary for implementation in ICR. Weak-IRM is also sufficient when combined

with an auxiliary condition. Although IRM and weak-IRM share the same logical

structure, the latter relies on a weaker notion of non-refutability. To introduce it, we

need to introduce the notion of weak non-separability correspondence.

The weak non-separability correspondence, ρ̃βi , that assigns to each µi and

each ti the set of types that are not β-weakly separated from ti under the conjectures

µi, is defined as follows: ρ̃βi : ∆(Θ0 ×Θ−i × T−i)× Ti ⇒ Ti s.t.

ρ̃βi (µ
i, ti) :=

{
t′i ∈ Ti : Li(f(ti, ·), β, ti) ⊆ Li(f(t

′
i, ·), µi, ti)

}
. (8)

Definition 14. Fix any β, β′ ∈ B. We say that β′ is weakly non-refutable w.r.t.

β if for all i ∈ I, all ti ∈ Ti, and all t′i ∈ β′
i(ti), there exists µi ∈ Ci(ti, β

′
−i) s.t.

t′i ∈ ρ̃βi (µ
i, ti).

Definition 15. f : T → X satisfies weak-IRM if every deception that is weakly

non-refutable w.r.t. βid is acceptable.

These monotonicity notions are necessary for the corresponding notions of imple-

mentation, but unlike IIM, they may not also sufficient on their own. Indeed, by

adapting the arguments used here to develop the iterative version of IIM, iterative

variants for both IRM and weak-IRM can be developed to identify the class of SCFs

that are ICR-implementable by a mechanism with a BNE, as well as the class of SCFs

that are ICR-implementable.18 Nonetheless, the next Corollary follows immediately

from the observation that βid ⊆ β∗.
18The interested reader can consult the subsumed paper by Jain and Lombardi (2022) for details.
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Corollary 1. IIM ⇒ IRM ⇒ BM. (The converse relations do not hold)

Corollary 2. IRM ⇒ weak-IRM ⇏ BM and weak-IRM⇏ IRM.

Next, consider the following definition of incentive compatibility:

Definition 16. Fix a deception β ∈ B. SCF f : T → X is Interim β-Incentive

Compatible (β-IC) if for all i ∈ I and for all ti, t′i ∈ Ti, f(t′i, ·) ∈ Li(f(ti, ·), β, ti).

Note that if β = βid, then β-IC becomes the standard notion of Interim Incentive

Compatibility (IIC). At the opposite extreme, for β = β̄, β-IC coincides with interim

Dominant-Strategy Incentive Compability (cf. Ollár and Penta (2017)). Again, the

next result follows directly from the definitions and the observation that βid ⊆ βf :

Corollary 3. IIM ⇒ βf -IC ⇒ IIC. (The converse relations do not hold)

6. A Recursive Algorithm

In this section, we introduce a recursive algorithm that identifies the tightly non-

refutable deception β∗ that we introduced above. To this end, for each β ∈ B,

we introduce a correspondence W β : Ti ⇒ Ti that effectively identifies the largest

deception that is non-refutable with respect to β. This is obtained by an iter-

ated elimination procedure, similar to the one we provided for ICR in Def. 4. In

fact, the definition of W β is obtained by replacing the best-response correspondence

ri : ∆(Θ0 ×Θ−i ×M−i)×Θi ⇒ Mi in Def. 4 with the ρβi correspondence we defined

in equation (7), for a mechanism in which Mi = Ti for all i. Formally:

Definition 17 (Iterated Deletion of β-Separated Types). For all T , all β ∈ B, and all

(i, ti) ∈ I × Ti, let W 0,β
i (ti) = Ti, and for each ordinal α ∈ Ω\{0}, define Wα,β

i (ti) =

βi(ti) if β is unacceptable, otherwise, if β is acceptable, then Wα,β
i (ti) is defined as

follows:
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• If α is a successor ordinal, then

Wα,β
i (ti) =

{
t′i ∈ Wα−1,β

i (ti) : t
′
i ∈ ρβi (µ

i, ti) for some µi ∈ Ci(ti,W
α−1,β
−i )

}
(9)

• If α is a limit ordinal, then

Wα,β
i (ti) =

⋂
α′<α

Wα′,β
i (ti) (10)

Finally, define the set W β
i (ti) :=

⋂
α∈ΩWα,β

i (ti).

The next lemma ensures that W β is non-empty valued for all T and all β ∈ B.

Lemma 2. For all T and all β ∈ B, the net {Wα,β}α∈Ω is monotone decreasing w.r.t.

set inclusion and there exists α∗ ∈ Ω s.t. Wα,β = Wα+1,β for all α ≥ α∗. Hence, W β

exists and is s.t. W β
i (ti) ̸= ∅ for all ti ∈ Ti and all i ∈ I.

Since W β is well-defined and non-empty valued for all β ∈ B, it can effectively

be envisioned as map W : β 7→ W β from B to itself. We can thus define the set of

fixed-points of W by

E(W ) = {β ∈ B : W β = β} (11)

Such fixed-points of W effectively consist of the deceptions β ∈ B that are maximally

non-refutable with respect to themselves. Since W is monotone, it follows from Tarski’s

fixed-point theorem that E(W ) is a non-empty lattice, with unique minimal and

maximal (with respect to set-inclusion) elements, βmin and βmax. By definition, such

minimal element is tightly non refutable. Hence, the next result follows:

Lemma 3. For any T and any f : T → X, there exists one, and only one, tightly

non-refutable deception, β∗

Next, let {βα}α∈Ω ⊆ B be a net recursively defined as follows: (i) β0 = βid; (ii)

for each successor ordinal α ∈ Ω \ {0}, βα = W βα−1 ; and (iii) for each limit ordinal

22



α ∈ Ω \ {0}, βα =
⋃
γ<α

W βγ . The limit of the net {βα}α∈Ω exists if there exists α∗ ∈ Ω

s.t. for all α ≥ α∗, βα = βα+1. If the limit of {βα}α∈Ω exists, we denote it by βlim and

write limα∈Ω βα = βlim. The next result states important properties of the algorithm.

Lemma 4. Fix any T . Then:

1. for all β ∈ B, β ⊆ W β;

2. the net {βα}α∈Ω is monotone increasing w.r.t. set inclusion and limα∈Ω βα =

βlim ∈ E(W );

3. if β̃ ∈ E(W ), then βlim ⊆ β̃;

4. for all β ∈ B, if β is non-refutable w.r.t. βlim, then β ⊆ βlim.

Proof. See Appendix B. ■

With this, we provide the main result of this section:

Theorem 3. f satisfies IIM if and only if βlim = β∗ = βf

Proof. Assume f satisfies IIM on T . By Lemma 3 and Part 3) of Lemma 4, it holds

that βlim = β∗. It follows from the definition of the W operator that βf ⊆ βlim = β∗.

To complete the proof, by Part 3) of Lemma 4, it suffices to show that βf = W βf .

Part 1) of Lemma 4 implies that βf ⊆ W βf . From the definition of W βf , it holds that

for every (i, ti, t
′
i) ∈ I×Ti×W βf

i (ti), there exists µi ∈ Ci(ti,W
βf

−i ) s.t. t′i ∈ ρβ
f

i (µi, ti).

IIM implies that W βf ⊆ βf . Thus, βlim = β∗ = βf .

For the converse, assume that βlim = β∗ = βf . We show that f satisfies IIM on

T . Take any β ∈ B s.t. the premises of IIM is satisfied. Then, β is non-refutable

w.r.t. βf . Since βf = βlim, part 4) of Lemma 4 implies that β ⊆ βf . Thus, f satisfies

IIM. ■
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7. Discussion and Extensions

We have formulated a notion of implementation that is robust to the mis-specification

of the solution concept. The logic of strategic robustness gives rise to a more demand-

ing notion than plain rationalizable implementation, as it imposes extra restrictions on

the implementing mechanism. Namely, that all refinements of ICR also be non-empty

valued. Indirectly, these restrictions limit the use of mechanisms with a tail-chasing

structure, which has been at the core of a classical critique of implementation theory

(Jackson (1992)). Thus, our approach indirectly speaks to this famous critique by

Jackson, and relates it to a specific notion of robustness, that naturally limits the

designer’s ability to fine-tune the mechanism to a specific solution concept.

The methodology developed in this paper can also be used to provide full charac-

terizations in other related solution concepts. Indeed, it provides a template to unify

existing results and formulate new ones. We discuss some of them next.

Robust Implementation: Our analysis is based on the assumption that we are deal-

ing with a fixed, arbitrary type space. Following Bergemann and Morris (2012), it

may be interesting to explore which set of SCFs can be implemented in a robust

manner, i.e. ‘across’ all type spaces. In this context, the relevant solution concept is

belief-free rationalizability. Jain et al. (2023) introduces a concept of implementation

that is based on belief-free rationalizability, and that is equivalent to requiring imple-

mentation on every type space through a mechanism with an ex-post equilibrium. A

version of our paper that is also robust in the sense of Bergemann and Morris (2005,

2009, 2012), etc., can thus be developed by adapting the techniques that here we used

for a fixed, arbitrary type space. In that context, a robust version of IIM would be

necessary and sufficient for robust implementation and all its refinements. We are

currently exploring this idea in our ongoing work Jain et al. (2024).

Implementation via extensive form games: Müller (2020) studies a strong form

of robust implementation by a dynamic mechanism which is both belief-free and

belief-revision-free is studied. Specifically, the study focuses on full implementation
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problems in weak Perfect Bayesian equilibrium across all type spaces. The author

formulates a necessary condition for implementation called dynamic robust mono-

tonicity, which is weaker than the robust monotonicity condition proposed by Berge-

mann and Morris (2011). Furthermore, the study shows that under the conditional

no total indifference condition, ex-post incentive compatibility and dynamic robust

monotonicity are sufficient for implementation in weak Perfect Bayesian equilibrium

by general dynamic mechanisms. Following Müller (2020), one can study implementa-

tion problems in weak Perfect Bayesian equilibrium by a general dynamic mechanism

on a fixed, arbitrary type space. By using our template, a dynamic IRM condition,

which is weaker than IRM, can be formulated as a necessary condition for implemen-

tation, and it is expected to be sufficient as well.
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A. Proof of Theorem 1

Fix any T . Before proving this result, we need to connect IIM with a condition that

we call βlim-Recursive No Worst Alternative Condition.
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A.1. βlim-Recursive No Worst Alternative Condition and its relationship with IIM

For all T , all β ∈ B, all α ∈ Ω and all i ∈ I, let T ∗
i

(
Wα,β

)
⊆ Ti be defined by

T ∗
i

(
Wα,β

)
:=


ti ∈ Ti there exists yi : Ci(ti,W

α,β
−i ) → Yi(β) s.t.⋂

µi∈Ci(ti,W
α,β
−i )

SLi(yi(µ
i), µi, ti) ̸= ∅,

 (12)

where SLi(yi(µ
i), µi, ti) is the strict lower contour set of player i at (yi(µ

i), µi, ti).

Definition 18. For all T and all β ∈ B, f : T → X satisfies β-Recursive No Worst

Alternative (β-RNWA) on T provided that for all (i, ti) ∈ I×Ti, either ti ∈ T ∗
i

(
W 0,β

)
or there exists α̂(ti) ∈ Ω \ {0} s.t. ti ∈ T ∗

i

(
W α̂(ti),β

)
and ti ∈ T ∗c

i

(
W γ,β

)
for all γ ∈ Ω

s.t. γ < α̂(ti).19

The recursive characterization of IIM provides a common language to connect IIM

with the recursive-NWA condition. This section provides a precise relationship be-

tween IIM and βlim-RNWA. The following properties are consequences of IIM.

Lemma 5. Suppose that f : T → X satisfies IIM on T . For all (i, ti, α) ∈ I×Ti×Ω:

1. If Wα+1,βlim

i (ti) ̸= Wα,βlim

i (ti), then ti ∈ T ∗
i (W

α,βlim
).

2. If ti ∈ T ∗c
i

(
Wα,βlim

)
, then Wα,βlim

i (ti) = Wα+1,βlim

i (ti) = Ti.

3. If T ∗
i (β

lim) ̸= Ti, then βlim
i (ti) = Ti for some ti ∈ Ti.

Proof. See Appendix C. ■

Theorem 4. If f : T → X satisfies IIM on T , then either f satisfies βlim-RNWA or

there exists i ∈ I s.t. for all ti, t′i ∈ Ti, f(ti, t−i) = f(t′i, t−i) for all t−i ∈ T−i.

Proof. See Appendix C. ■

19T ∗c
i

(
W γ,β

)
denotes the complement of T ∗

i

(
W γ,β

)
.
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To avoid trivialities, in what follows, we say that f : T → X is non-trivial provided

that for all i ∈ I, there exists ti, t
′
i ∈ Ti s.t. f (ti, t−i) ̸= f (t′i, t−i) for some t−i ∈ T−i.

The following result is useful in defining Rule 3 of the mechanism.

Lemma 6. For all i ∈ I and all ti ∈ Ti, there exists ŷi ∈ X s.t. for all ϕi ∈

∆(Θ0 ×Θ−i), there exists yi ∈ X s.t.

∑
(θ0,θ−i)∈Θ0×Θ−i

ϕi (θ0, θ−i)ui

(
yi, θ0, θ̂i(ti), θ−i

)
>

∑
(θ0,θ−i)∈Θ0×Θ−i

ϕi (θ0, θ−i)ui

(
ŷi, θ0, θ̂i(ti), θ−i

)
.

(13)

Proof. Fix any i ∈ I and any ti ∈ Ti (β
∗). Lemma 13 (stated and proved below)

implies that ti ∈ T ∗
i (β

∗). (12) implies that there exists ȳi ∈ Yi(β
lim) s.t. for all

µi ∈ Ci(ti, β
lim
−i ), there exists yi ∈ Yi(β

lim) s.t. the inequality in (12) holds. Since β∗ ⊆

βlim, it follows that there exists ȳi ∈ Yi(β
lim) s.t. for all µi ∈ Ci(ti, β

id
−i), there exists

yi ∈ Yi(β
lim) such that (12) holds. Fix any ti ∈ Ti. Observe that ϕi◦

(
margT−i

κ (ti)
)
∈

Ci(ti, β
id
−i) for all ϕi ∈ ∆(Θ0 ×Θ−i). We denote by ϕi ◦

(
margT−i

κ (ti)
)
≡ ζ(t).

Therefore, it holds that

∑
ζ(ti)[θ0, θ−i, t̂−i]

[
ui

(
yi
(
t̂−i

)
, θ0, θ̂i(ti), θ−i

)
− ui

(
ȳi
(
t̂−i

)
, θ0, θ̂i(ti), θ−i

)]
> 0.

By setting

yi =
∑

(θ0,t̂−i)∈Θ0×T̂−i

(
margT−i

κ (ti)
[
θ0, t̂−i

])
yi
(
t̂−i

)
and

ŷi =
∑

(θ0,t̂−i)∈Θ0×T̂−i

(
margT−i

κ (ti)
[
θ0, t̂−i

])
ȳi
(
t̂−i

)
,

and by noting that yi, ŷi ∈ X, the inequality in (13) follows for i. Since the choice of

i ∈ I s.t. Ti(β
lim) ̸= ∅ was arbitrary, the statement follows. ■

Since Ti(β
lim) = Ti for all i ∈ I and since Lemma 6 guarantees the existence of the
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lottery ŷi ∈ ∆(A) for all i ∈ I, let us define the lottery ŷ by

ŷ =
1

I

∑
i∈I

ŷi.

The following result is useful in defining Rule 2 of the mechanism.

Lemma 7. If f : T → X satisfies βlim-RNWA and it is non-trivial, then for all

(i, ti) ∈ I × Ti, there exist yi(ti, ·) : Ci(ti,W
α̂(ti),β

∗

−i ) → Yi(β
∗) and an allocation

ȳi[α̂(i)] ∈ Yi(β
∗) s.t. ŷ ∈ Supp(ȳi[α̂(i)]) and

ȳi[α̂(i)] ∈

 ⋂
ti∈Ti

 ⋂
µi∈Ci

(
ti,W

α̂(ti),β∗
)SLi

(
yi
(
ti, µ

i
)
, µi, ti

)
 (14)

Proof. Suppose that f : T → X satisfies βlim-RNWA on T and it is non-trivial. Since

it is non-trivial, it holds that T ∗
i (β

∗) = Ti for all i ∈ I.

Fix any (i, ti) ∈ I × Ti. Since f satisfies βlim-RNWA, it follows that either ti ∈

T ∗
i

(
W 0,β

)
or there exists α(ti) ∈ Ω\{0} s.t. ti ∈ T ∗

i

(
Wα(ti),β

)
and ti ∈ T ∗c

i

(
W γ,β

)
for

all γ ∈ Ω s.t. γ < α̂(ti). Thus, let α̂(ti) = α(ti) if α(ti) ̸= 0, otherwise, let α̂(ti) = 0.

Since ti ∈ T ∗ (W α̂(ti),β
)
, it follows from (12) that there exists yi : Ci(ti,W

α̂(ti),β
lim

−i ) →

Yi(β
lim) s.t. ⋂

µi∈Ci(ti,W
α̂(ti),β

lim

−i )

SLi(yi(µ
i), µi, ti) ̸= ∅. (15)

Since the choice of ti ∈ Ti was arbitrary and f satisfies βlim-RNWA on T , it follows

that for all ti ∈ Ti = T ∗(W α̂(ti),β
∗
), there exists yi : Ci(ti,W

α̂(ti),β
lim

−i ) → Yi(β
lim) s.t.

(15) holds. For all ti ∈ Ti, let ȳi [α̂ (ti)] ∈ Yi(β
lim) be s.t.

ȳi [α̂ (ti)] ∈

 ⋂
µi∈Ci

(
ti,W

α̂(ti),βlim
)SLi

(
yi(µ

i), µi, ti
)

31



Let us define the allocation ỹi[α̂(i)] by

ỹi[α̂(i)] =
∑
ti∈Ti

p(ti) · ȳi[α̂(ti)].

where p ∈ ∆(Ti) is a probability distribution with full support. Since ȳi [α̂ (ti)] ∈

Yi(β
lim) for all ti ∈ Ti and since Yi(β

lim) is a convex set, it follows that ỹi[α̂(i)] ∈

Yi(β
lim).

Fix any ti ∈ Ti. Let us define yi(ti, ·) : Ci(ti,W
α̂(ti),β

∗

−i ) → Yi(β
∗) by

yi(ti, µ
i) =

∑
t′i∈Ti\{ti}

p(t′i) · ȳi[α̂(ti)] + p(ti) · yi(µi).

Since ȳi[α(ti)] ∈ Supp(ȳi[α(i)]), it follows that

ỹi[α̂(i)] ∈

 ⋂
ti∈Ti

 ⋂
µi∈Ci

(
ti,W

α̂(ti),β∗
)SLi

(
yi
(
ti, µ

i
)
, µi, ti

)
 . (16)

Since (16) holds, we can choose an ε > 0 sufficiently small s.t. the allocation ȳi[α̂(i)]

defined by

ȳi[α̂(i)] = (1− ε) ỹi[α̂(i)] + εŷ (17)

is s.t. the statement follows.

■

A.2. Proof of the "IF" part of Theorem 1

Proof. Assume that M ICRR-implements f on T . Let us show that f satisfies IIM

on T . For all i ∈ I and all ti ∈ Ti, let β̃i(ti) be defined by

β̃i(ti) =
{
t′i ∈ Ti

∣∣∣Ri(t
′
i)
⋂

Ri(ti) ̸= ∅
}

. (18)

Since f is ICRR-implementable, we have that β̃ is an acceptable deception for f
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on T ; that is, for all t, t′ ∈ T , if t′ ∈ β̃(t), then f(t) = f(t′). Moreover, ICRR-

implementation implies that every pure strategy σ ∈ R is a pure BNE. Fix any

σ ∈ R. It follows that σ ◦ β′ is a pure BNE for all β′ ∈ B(β̃) = {β̂ ∈ B : β̂(t) ∈

β̃(t) for all t ∈ T}. The following claim delivers the result.

Claim 1. For all β ∈ B, if β is non-refutable w.r.t. β̃, then β ⊆ β̃.

Proof. Take any β ∈ B s.t. β ⊈ β̃. For all i ∈ I and all ti ∈ Ti, let Σβ
i [σ] (ti) =

{σi (t
′
i) ∈ Mi|t′i ∈ βi (ti)}. Then, Σβ

i [σ] is a correspondence from Ti to 2Mi\ {∅}. Since

M ICRR-implements f , it follows that Σβ[σ] cannot be a best-reply set in (M, T ).

To see it, assume, to the contrary, that Σβ[σ] is a best-reply set in (M, T ). Since

β ⊈ β̃, it follows that there exists (i, ti, t′i) ∈ I ×Ti ×Ti s.t. t′i ∈ βi(ti) and t′i /∈ β̃i(ti).

Thus, Ri(ti)
⋂

Ri(t
′
i) = ∅, by (18). Since Σβ[σ] is a best-reply set in (M, T ) and since

σ is a pure BNE, it holds that σi(t
′
i) ∈ Ri(ti)

⋂
Ri(t

′
i), which is a contradiction. Thus,

Σβ[σ] is not a best-reply set in (M, T ). Then, for some
(
i, ti, t̂i

)
∈ I × Ti × βi (ti), it

holds that σi

(
t̂i
)
/∈ ri(µ

i, θ̂i(ti)) for all µi ∈ Ci(ti,Σ
β
−i[σ]), and so

∑
(θ0,θ−i,m−i)∈Θ0×Θ−i×M−i

µi [θ0, θ−i,m−i]
[
ui

(
g (mi,m−i) , θ0, θ̂i(ti), θ−i

)]
>∑

(θ0,θ−i,m−i)∈Θ0×Θ−i×M−i

µi [θ0, θ−i,m−i]
[
ui

(
g
(
σi

(
t̂i
)
,m−i

)
, θ0, θ̂i(ti), θ−i

)]
(19)

for some mi ∈ Mi. Let τ i : Ci(ti,Σ
β
−i[σ]) → Ci(ti, β−i) be defined as follows:

τ i(µi)[θ0, θ−i, t̂−i] = µi(θ0, θ−i, σ−i(t̂−i)) (20)

for all (θ0, θ−i, t̂−i) ∈ Θ0 ×Θ−i × T̂−i. It can be shown that τ i is a surjection.20

Fix any τ i ∈ Ci(ti, β−i). Then, there exists µi ∈ Ci(ti,Σ
β
−i[σ]) s.t. (19) holds, and

20To see it, suppose that τ i ∈ Ci(ti, β−i). Then, for all (θ0, θ−i, t̂−i) ∈ Supp(τ i), let
µi[θ0, θ−i,m−i] = δσ−i(t̂−i)

. By definition, it follows that µi ∈ Ci(ti,Σ
β
−i[σ]).
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so

∑
τ i(µi)

[
θ0, θ−i, t̂−i

] [
ui

(
g
(
mi, σ−i(t̂−i)

)
, θ0, θ̂i(ti), θ−i

)]
>∑

τ i(µi)
[
θ0, θ−i, t̂−i

] [
ui

(
g
(
σi(t̂i), σ−i(t̂−i)

)
, θ0, θ̂i(ti), θ−i

)]
= Ui(t̂i, τ

i(µi); f)

(21)

for some mi ∈ Mi. Let us define y∗i (·) by y∗i (·) = g(mi, σ−i ◦ β∗
−i(·)).

We are left to show that y∗i ∈ Yi(β̃). To see it, take any β′ ∈ B(β̃). Then, σ ◦ β′

is a pure BNE by ICRR-implementability of f . This implies that for all ti ∈ Ti, it

holds that

∑
(θ0,θ−i,t−i)∈Θ0×θ−i×T−i

κ (ti) [θ0, t−i]ui

(
g (σ ◦ β′ (t)) , θ0, θ̂i(ti), θ−i

)
≥∑

(θ0,θ−i,t−i)∈Θ0×Θ−i×T−i

κ (ti) [θ0, t−i]ui

(
g
(
mi, σ−i ◦ β′

−i (t−i)
)
, θ0, θ̂i(ti), θ−i

)
for all mi ∈ Mi. Since M ICRR-implements f , it follows that for all ti ∈ Ti,

∑
(θ0,θ−i,t−i)∈Θ0×Θ−i×T−i

κ (ti) [θ0, t−i]ui

(
f
(
ti, β

′
−i(t−i)

)
, θ0, θ̂i(ti), θ−i

)
≥∑

(θ0,θ−i,t−i)∈Θ0×Θ−i×T−i

κ (ti) [θ0, t−i]ui

(
g
((
mi, σ−i ◦ β′

−i (t−i)
))

, θ0, θ̂i(ti), θ−i

)
(22)

for all mi ∈ Mi, where g
(
mi, σ−i ◦ β′

−i (t−i)
)
= y∗i ◦ β′

−i (t−i). Since the choice of

β′ ∈ B(β̃) was arbitrary, it follows that y∗i ∈ Yi(β̃). ■

■

A.3. Proof of the "ONLY IF" part of Theorem 1

Suppose that f : T → X satisfies IIM on T . Theorem 3 implies that βlim is acceptable

for f on T . Let us suppose that f is non-trivial.21 It follows from Theorem 4 that
21f : T → X is non-trivial provided that for all i ∈ I, there exists ti, t

′
i ∈ Ti s.t. f (ti, t−i) ̸=

f (t′i, t−i) for some t−i ∈ T−i.
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βlim-RNWA. Let us construct our implementing mechanism M. For all i ∈ I, let

Mi = M1
i ×M2

i ×M3
i ×M4

i ,

where

M1
i = Ti, M2

i = N, M3
i = Y ∗

i (β
lim) and M4

i = X∗,

where N is the set of natural numbers, Y ∗
i (β

lim) is a countable, dense subset of

Yi(β
lim), and X∗ is a countable, dense subset of X. For all m ∈ M , let g : M → ∆(A)

be defined as follows.

Rule 1: If m2
i = 1 for all i ∈ I, then g (m) = f (m1).

Rule 2: For all i ∈ I, if m2
j = 1 for all j ∈ I\ {i} and m2

i > 1, then

g (m) = m3
i

(
m1

−i

)(
1− 1

1 +m2
i

)
⊕ ȳi[α(i)]

(
m1

−i

)( 1

1 +m2
i

)
, (23)

where the existence of the allocation ȳi[α(i)] ∈ Yi(β
lim) is guaranteed by Lemma 7.

Rule 3: Otherwise, for each i ∈ I, m4
i is picked with probability 1

I

(
1− 1

1+m2
i

)
and

ŷi is picked with probability 1
I

(
1

1+m2
i

)
; that is,

g (m) =
1

I

[
m4

i

(
1− 1

1 +m2
i

)
⊕ ŷi

(
1

1 +m2
i

)]
, (24)

where the existence of ŷi is guaranteed by Lemma 6.

In what follows, we prove that M ICRR-implements f on T . The following lem-

mata will help us to complete the proof. To state these results, let us introduce the

following definitions. For all β ⊆ βlim and all i ∈ I, define Σβi

i : Ti → 2Mi\ {∅} by

Σβi

i (ti) =
{
mi ∈ Mi|m1

i ∈ βi (ti)
}

, (25)
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and Σ̃βi

i : Ti → 2Mi\ {∅} by

Σ̃βi

i (ti) =
{
mi ∈ Σβi

i (ti) |m2
i = 1

}
. (26)

Lemma 8. For all β ⊆ βlim, Σ̃β is a best-reply set in (M, T ).

Proof. Fix any β ⊆ βlim. Let β̃ be any single-valued deception profile selected from

β. For all i ∈ I, let σi : Ti → Mi be defined by σi (ti) =
(
β̃i(ti), 1, ·, ·

)
. As a first

step, we show that mi = (ti, 1, ·, ·) ∈ ri(µ
i (ti, σ−i) , θ̂i(ti)) for all (i, ti) ∈ I×Ti. Thus,

fix any (i, ti) ∈ I × Ti. Then:

Ui(mi, µ
i, θ̂i(ti)) =

∑
(θ0,θ−i,m−i)∈Θ0×Θ−i×M−i

µi (ti, σ−i)ui

(
g(mi,m−i),

(
θ0, θ̂i(ti), θ−i

))
=

∑
(θ0,t−i)∈Θ0×T−i

κ (ti) [θ0, t−i]ui

(
f
(
ti, β̃−i(t−i)

)
,
(
θ0, θ̂i(ti), θ̂−i(t−i)

))
=

∑
(θ0,t−i)∈Θ0×T−i

κ (ti) [θ0, t−i]ui

(
f (ti, t−i) ,

(
θ0, θ̂i(ti), θ̂−i(t−i)

))
.

Moreover, for all m̂i ∈ Mi s.t. m̂2
i = 1, it holds that

Ui(m̂i, µ
i, θ̂i(ti)) =

∑
(θ0,θ−i,m−i)∈Θ0×Θ−i×M−i

µi (ti, σ−i)ui

(
g(m̂i,m−i),

(
θ0, θ̂i(ti), θ−i

))
=

∑
(θ0,t−i)∈Θ0×T−i

κ (ti) [θ0, t−i]ui

(
f
(
m̂1

i , β̃−i(t−i)
)
,
(
θ0, θ̂i(ti), θ̂−i(t−i)

))
.

=
∑

(θ0,t−i)∈Θ0×T−i

κ (ti) [θ0, t−i]ui

(
f
(
m̂1

i , t−i

)
,
(
θ0, θ̂i(ti), θ̂−i(t−i)

))
.

Since f satisfies βid-IIC, it follows that Ui(mi, µ
i, θ̂i(ti)) ≥ Ui(m̂i, µ

i, θ̂i(ti)).

Finally, for all m̂i ∈ Mi s.t. m̂2
i ̸= 1, it holds for all yi ∈ Yi(β

lim),
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Ui(m̂i, µ
i, θ̂i(ti)) =

∑
(θ0,θ−i,m−i)∈Θ0×Θ−i×M−i

µi (ti, σ−i)ui

(
g(m̂i,m−i),

(
θ0, θ̂i(ti), θ−i

))
=

∑
(θ0,t−i)∈Θ0×T−i

κ (ti) [θ0, t−i]ui

(
yi(β̃i(t−i)),

(
θ0, θ̂i(ti), θ̂−i(t−i)

)))
.

It follows that mi = (ti, 1, ·, ·) ∈ ri(µ
i (ti, σ−i) , θ̂i(ti)).

Since the choice of (i, ti) ∈ I × Ti was arbitrary, it follows that mi = (ti, 1, ·, ·) ∈

ri(µ
i
i (ti, σ−i) , θ̂i(ti)) for all (i, ti) ∈ I × Ti.

Fix any (i, ti) ∈ I×Ti. Since βlim is acceptable for f on T , it follows that f(ti, ·) =

f(β̃i(ti), ·) = f(t̃i, ·) for all t̃i ∈ βi(ti). Thus, there exists µi (ti, σ−i) ∈ Ci(ti, Σ̃
β
−i) s.t.

Σ̃βi

i (ti) ⊆ ri(µ
i (ti, σ−i) , θ̂i(ti)). Since the choice of (i, ti) was arbitrary, it follows that

Σ̃β is a best-reply set in (M, T ). ■

Lemma 9. For all (α, i, ti) ∈ Ω× I × T ∗
i (W

α,βlim
) and all µi ∈ Ci

(
ti,Σ−i(W

α,βlim

−i )
)
,

if mi ∈ ri(µ
i, θ̂i(ti)), then m2

i = 1, µi ∈ Ci

(
ti, Σ̃−i(W

α,βlim

−i )
)

and m1
i ∈ Wα+1,βlim

i (ti).

Proof. Fix any (α, i, ti) ∈ Ω× I × T ∗
i (W

α,βlim
). Since f satisfies βlim − RNWA and

ti ∈ T ∗
i (W

α,βlim
), it follows that α ≥ α̂(ti). Take any µi ∈ Ci(ti,Σ−i(W

α,βlim

−i )) and

let mi ∈ ri(µ
i, θ̂i(ti)). We proceed by contradiction. Suppose that m2

i > 1.

We need to distinguish whether Rule 2 applies or Rule 3 applies. To this end, let

us note that µi ∈ Ci(ti,Σ−i(W
α,βlim

−i )) can be decomposed as follows. To save writing,

let A = Θ0×Θ−i× Σ̃−i(W
α,βlim

−i ) and B = Θ0×Θ−i×
(
Σ−i(W

α,βlim

−i ) \ Σ̃−i(W
α,βlim

−i )
)
.

Let Prob(A) be denoted by ν, which is defined by

ν =
∑

(θ0,θ−i,m−i)∈A

µi[θ0, θ−i,m−i]. (27)
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and Prob(B) = 1− ν. Let µ̄i be defined over Θ0 ×Θ−i × T̂−i by

µ̄i[θ0, θ−i,m
1
−i] =

∑
m̄−i∈Σ̃−i(W

α,βlim

−i )[m1
−i]

µi[θ0, θ−i, m̄−i]

ν
. (28)

for all (θ0, θ−i,m
1
−i) ∈ Θ0×Θ−i×T̂−i, where Σ̃−i(W

α,βlim

−i )[m1
−i] = {m̂−i ∈ Σ̃−i(W

α,βlim

−i ) :

m1
−i = m̂1

−i}. It can be checked that
∑

(θ0,θ−i,m−i)∈A
µ̄i[θ0, θ−i,m−i] = 1 and that

µ̄i ∈ Ci(ti,W
α,βlim

−i ).

Moreover, for all (θ0, θ−i) ∈ Θ0 ×Θ−i, let ϕi(θ0, θ−i) be defined by

ϕi(θ0, θ−i) =

∑
m−i∈Σ−i(W

α,βlim

−i )\Σ̃−i(W
α,βlim

−i )

µi[θ0, θ−i,m−i]

1− ν
. (29)

Thus, the expected utility of ti of playing mi with m2
i > 1 is given by

Ui(mi, µ
i, θ̂i(ti)) = ν

∑
(θ0,θ−i,m−i)∈A

µ̄i[θ0, θ−i,m−i]ui

(
g(mi,m−i),

(
θ0, θ̂i(ti), θ−i

))
+ (1− ν)

∑
(θ0,θ−i,m−i)∈B

ϕi(θ0, θ−i)ui

(
g(mi,m−i),

(
θ0, θ̂i(ti), θ−i

))
,

(30)

which simplifies to

ν
[(

1− 1

1 +m2
i

)
Ui(m

3
i (·), µ̄i, θ̂i(ti)) +

(
1

1 +m2
i

)
Ui(yi[α̂(i)], µ̄

i, θ̂i(ti))
]

+ (1− ν)
∑

(θ0,θ−i,m−i)∈B

ϕi(θ0, θ−i)ui

[(
m4

i

(
1− 1

1 +m2
i

)
⊕ ŷi

(
1

1 +m2
i

))
,
(
θ0, θ̂i(ti), θ−i

)]
.

(31)

Since µ̄i ∈ Ci(ti,W
α,βlim

−i ) and ti ∈ T ∗
i (W

α,βlim
) and since α ≥ α̂(ti), Lemma 7 implies
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that there exists yi(ti, ·) : Ci(ti,W
α̂(ti),β

∗

−i ) → Yi(β
∗) s.t.

Ui(yi(ti, µ̄
i), µ̄i, θ̂i(ti)) > Ui(ȳi[α̂(i)], µ̄

i, θ̂i(ti)). (32)

Since Lemma 2 implies that Wα,βlim ⊆ W α̂(ti),β
lim for all α ∈ Ω s.t. α ≥ α(ti), we

can see that the inequality in (32) holds for all µ̄i ∈ Ci(ti,W
α,βlim

−i ) with α ≥ α(ti).

Furthermore, Lemma 6 implies that for all ti ∈ Ti, there exists yi ∈ X∗ s.t.

∑
(θ0,θ−i)∈Θ0×Θ−i

ϕi(θ0, θ−i)ui

(
yi,

(
θ0, θ̂i(ti), θ−i

))
>

∑
(θ0,θ−i)∈Θ0×Θ−i

ϕi(θ)ui

(
ŷi,

(
θ0, θ̂i(ti), θ−i

))
.

(33)

Since mi ∈ ri(µ
i, θ̂i(ti)), it follows that

Ui(m
3
i (·), µ̄i, θ̂i(ti)) ≥ Ui(yi(ti, µ̄

i), µ̄i, θ̂i(ti)) (34)

and that

∑
(θ0,θ−i)∈Θ0×Θ−i

ϕi(θ0, θ−i)ui

(
m4

i ,
(
θ0, θ̂i(ti), θ−i

))
≥

∑
(θ0,θ−i)∈Θ0×Θ−i

ϕi(θ0, θ−i)ui

(
yi,

(
θ0, θ̂i(ti), θ−i

))
.

(35)

Inequalities in (32)-(35) imply that Ui(mi, µ
i, θ̂i(ti)) is strictly increasing in m2

i , which

contradicts our supposition that mi ∈ ri(µ
i, θ̂i(ti)). Thus, m2

i = 1.

Suppose that µi /∈ Ci

(
ti, Σ̃−i(W

α,βlim

−i )
)
. Then, since m2

i = 1, either Rule 2 applies

where m2
j > 1 for some j ∈ I\{i} or Rule 3 applies. In what follows, we focus only

on the case that Rule 2 applies.22

By the definition of g, for all (θ0, θi,m−i) ∈ Supp(µi(ti)), it holds that

g(mi,m−i) =

(
1− 1

m2
j + 1

)
m3

j(m
1
−j) +

(
1

m2
j + 1

)
ȳj[α̂(j)](m

1
−j). (36)

22When Rule 3 applies, we can see, by the arguments provided above, that player i can find a
profitable deviation.
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To show that player i can gain by triggering Rule 3, we need to define a lottery

m̂4
i ∈ X∗ = M4

i that can be used by player i. To this end, we first define the allocation

h over M as follows: For all (mi,m−i) s.t. (θ0, θi,m−i) ∈Supp(µi(ti)),

h(mi,m−i) =

(
1− 1

m2
j + 1

)
m3

j(m
1
−j) +

(
1

m2
j + 1

)
ỹj[α̂(j), ε](m

1
−j) (37)

where ỹj[α̂(j), ε](m
1
−j) = (1− ε) ȳj[α̂(j)](m

1
−j) + ε[

∑
j ̸=i

1
I
ŷj +

1
I
yi] and where yi is s.t.

(13) is satisfied. Finally, let us define m̂4
i by

m̂4
i =

∑
(θ0,θ−i,m−i)

µi (ti) [θ0, θ−i,m−i]h (·,m−i) . (38)

Since player i’s utility is strictly higher under h(mi,m−i) than under g(mi,m−i) for

each (θ0, θ−ia,m−i) ∈Supp(µi(ti)) and since, moreover, player i’s utility function is

continuous, we can assume without loss of generality that m̂4
i ∈ ∆∗(A) = M4

i .

Since player i’s utility is strictly higher under h(mi,m−i) than under g(mi,m−i),

for all (θ0, θ−i,m−i) ∈Supp (µi(ti)), player i can change mi with m′
i ∈ Mi, where its

fourth component is m̂4
i and its second component is m̂2

i > 1, so that he can trigger

Rule 3. Since the utility gain of player i is obtained point-wise in the Supp(µi(ti)),

we obtain the desired contradiction. Thus, µi ∈ Ci

(
ti, Σ̃−i(W

α,βlim

−i )
)
.

Therefore, it must be the case that m1
i /∈ Wα+1,βlim

i (ti). Since mi ∈ ri(µ
i, θ̂i(ti))

and m2
i = 1 and since µi ∈ Ci

(
ti, Σ̃−i(W

α,βlim

−i )
)
, it follows that Rule 1 applies with

probability 1, and so

Ui(mi, µ
i, θ̂i(ti)) = Ui(f(m

1
i , ·), µ̄i, θ̂i(ti)) (39)

Since mi ∈ ri(µ
i, θ̂i(ti)) and since player i can never induce Rule 3, it follows from

the definition of g that

Ui(f(m
1
i , ·), µ̄i, θ̂i(ti)) ≥ Ui(m

3
i , µ̄

i, θ̂i(ti)) (40)
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for all m3
i ∈ Y ∗

i (β
lim). Since Y ∗

i (β
lim) is a countable, dense subset of Yi(β

lim) and

since ui is continuous, we have that the inequality in (49) holds for all m3
i ∈ Yi(β

lim).

Thus, m1
i ∈ ρβ

lim

i (µ̄i, ti), where ρβ
lim

i is defined in (7). Since µ̄i ∈ Ci

(
ti,W

α,βlim

−i

)
, it

follows from (9) that m1
i ∈ Wα+1,βlim

i (ti), which is a contradiction. ■

Lemma 10. For all α ∈ Ω, Rα
i ⊆ Σi(W

α,βlim

i ) for all i ∈ I.

Proof. Let us proceed by transfinite induction over Ω. It is clear that R0
i ⊆ Σi(W

0,βlim

i ) =

Mi. Fix any α ∈ Ω \ {0}. Suppose that for all γ < α, Rγ
i ⊆ Σi(W

γ,βlim

i ) for all i ∈ I.

Fix any i ∈ I. We show that Rα
i ⊆ Σi(W

α,βlim

i ). We proceed according to whether α

is a successor ordinal or not.

Suppose that α is a limit ordinal. Since
⋂

γ<αR
γ
i = Rα

i (by Definition 4), it follows

that Rα
i ⊆

⋂
γ<α Σi(W

γ,βlim

i ). Since
⋂

γ<α Σi(W
γ,βlim

i ) ⊆ Σi(W
α,βlim

i ), it follows that

Rα
i ⊆ Σi(W

α,βlim

i ).

Suppose that α is a successor ordinal. Fix any ti ∈ Ti. We proceed according to

whether ti ∈ T ∗
i (W

α−1,βlim
) or not.

Suppose that ti ∈ T ∗
i (W

α−1,βlim
). Fix any mi ∈ Rα

i (ti). The inductive hypoth-

esis implies that Rα−1
i ⊆ Σi(W

α−1,βlim

i ). Since mi ∈ Rα
i (ti), Definition 4 implies

that that there exists µi ∈ Ci(ti, R
α−1
−i ) s.t. mi ∈ ri(µ

i, θ̂i(ti)). Since Rα−1
i ⊆

Σi(W
α−1,βlim

i ), it follows that µi ∈ Ci(ti,Σi(W
α−1,βlim

i )). Since ti ∈ T ∗
i (W

α−1,βlim
),

µi ∈ Ci(ti,Σi(W
α−1,βlim

i )) and mi ∈ ri(µ
i, θ̂i(ti)), Lemma 9 implies that m2

i = 1 and

m1
i ∈ Wα,βlim

i (ti). Thus, mi ∈ Σi(W
α,βlim

i )(ti).

Suppose that ti ∈ T ∗c
i

(
Wα−1,βlim

)
. Part 2 of Lemma 5 implies that Wα,βlim

i (ti) =

β̄(ti). It follows from (25) that Rα
i (ti) ⊆ Σi(W

α,βlim

i )(ti).

Since the choice of player i and of player i’s type ti were arbitrary, we conclude

that for all i ∈ I, Rα
i ⊆ Σi(W

α,βlim

i ). By the principle of transfinite induction, the

statement follows. ■

Lemma 11. For all α ∈ Ω, all i ∈ I, and all ti ∈ T ∗
i (W

α,βlim
), if mi ∈ Rα+1

i (ti), then

m2
i = 1 and m1

i ∈ Wα+1,βlim

i (ti).
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Proof. Fix (α, i, ti) ∈ Ω × I × T ∗
i (W

α,βlim
). Suppose that mi ∈ Rα+1

i (ti). Def. 4

implies that there exists µi ∈ Ci(ti, R
α
−i) s.t. mi ∈ ri(µ

i, θ̂i(ti)). Lemma 10 implies

that Rα
−i ⊆ Σ−i(W

α,βlim

−i ), and so µi ∈ Ci(ti,Σ−i(W
α,βlim

−i )). Lemma 9 implies that

m2
i = 1 and that m1

i ∈ Wα+1,βlim

i (ti). Since the choice of (α, i, ti) ∈ Ω×I×Ti(W
α,βlim

)

was arbitrary, the proof is complete. ■

Let us show that M ICRR-implements f on T . Lemma 8 and Lemma 1 imply that

for all i ∈ I and ti ∈ Ti, Ri (ti) ̸= ∅. Thus, part (i) of Def. 6 is satisfied. Recall that

Lemma 2 implies that there exists an α s.t. Wα,βlim
= Wα+1,βlim

= βlim. Since f is

non-trivial and satisfies β-RNWA, it holds that T ∗ (βlim
)
= T . Thus, T ∗

(
Wα,βlim

)
=

T . Fix any t ∈ T and any m ∈ R (t). Since R (t) ⊆ Rα+1 (t), then m ∈ Rα+1 (t).

Lemma 11 implies that m2
i = 1 and m1

i ∈ Wα+1,βlim

i (ti) = W βlim

i (ti) = βlim
i (ti) for all

(i, ti) ∈ I × Ti. Rule 1 implies that g (m) = f (m1). Since βlim is acceptable for f on

T , it follows that f (m1) = f (t). Since the choice of (t,m) ∈ T ×R (t) was arbitrary,

we conclude that part (ii) of Def. 6 is satisfied. Thus, f is ICR-implementable on T ,

and so part (i) of Def. 7 is satisfied. Finally, Lemma 8 implies that part (ii) of Def.

7 is satisfied, and so M ICRR-implements f on T .

B. Proof of Lemma 4

Fix any T .

Proof of Part 1 : Fix any β ∈ B. Let us show that β ⊆ W β. Let us proceed by

transfinite induction. By definition, it follows that β ⊆ W 0,β. Fix any arbitrary

α ∈ Ω and suppose that β ⊆ W γ,β for all γ < α. We show that β ⊆ Wα,β. We

proceed according to whether α is a limit ordinal or a successor ordinal. When α

is a limit ordinal, the induction hypothesis and the definition of Wα,β implies that

β ⊆
⋂

γ<αW
γ,β = Wα,β.

Suppose that α is a successor ordinal. The induction hypothesis implies that

β ⊆ Wα−1,β. Fix any i ∈ I and any ti ∈ Ti. Take any t̂i ∈ βi (ti). Since

β ⊆ Wα−1,β, it holds that t̂i ∈ Wα−1,β
i (ti). Moreover, since β ⊆ Wα−1,β, it fol-
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lows that Ci (ti, β−i) ⊆ Ci

(
ti,W

α−1,β
−i

)
. Since β is non-refutable w.r.t. itself and

since Ci (ti, β−i) ⊆ Ci

(
ti,W

α−1,β
−i

)
, it follows that t̂i ∈ ρβi (µ

i, ti) for some µi ∈

Ci

(
ti,W

α−1,β
−i

)
. Since t̂i ∈ Wα−1,β

i (ti), (9) implies that t̂i ∈ Wα,β
i (ti).

Since the choice of
(
i, ti, t̂i

)
∈ I×Ti×βi (ti) was arbitrary, it follows that β ⊆ Wα,β.

By the principle of transfinite induction, we have that β ⊆ Wα,β for all α ∈ Ω. Since

Lemma 2 implies that limα∈ΩWα,β = W β, it follows that β ⊆ W β.

Proof of Part 2 : Let us show that the net {βα}α∈Ω is monotone increasing w.r.t.

set inclusion and that limα∈Ω βα = βlim ∈ E(W ). To see that {βα}α∈Ω is monotone

increasing w.r.t. set inclusion, fix any α ∈ Ω. Suppose that α = 0. Then, β1 = W 0,β ∈

B, and so β0 ⊆ β1. Then, let α ∈ Ω\{0}. Since α+1 is a successor ordinal, it follows

that βα+1 = Wα,β. Since part 1) of Lemma 4 (proved above) implies that βα ⊆ Wα,β,

it follows that βα ⊆ βα+1. Since the choice of α was arbitrary, it follows that {βα}α∈Ω
is monotone increasing w.r.t. set inclusion. Since {βα}α∈Ω is monotone increasing

w.r.t. set inclusion, Lemma 2 implies that its limit exists, i.e., limα∈Ω βα = βlim. It

also follows that βlim = W βlim , and so βlim ∈ E(W ).

Proof of Part 3 : The proof is based on the following lemma.

Lemma 12. For all β, β′ ∈ B, if β ⊆ β′, then W β ⊆ W β′ .

Proof. Fix any β, β′ ∈ B s.t. β ⊆ β′. Let us show that W β ⊆ W β′ . Firstly, let us

observe that since β ⊆ β′, it follows that Y (β′) ⊆ Y (β). Let us proceed by transfinite

induction. It is clear from the definition that W 0,β ⊆ W 0,β′ . Fix any α ∈ Ω \ {0} and

suppose that W γ,β ⊆ W γ,β′ for all γ < α. We show that Wα,β ⊆ Wα,β′ . We proceed

according to whether α is a limit ordinal or a successor ordinal.

When α is a limit ordinal, it follows from (10) and the induction hypothesis

that Wα,β ⊆ Wα,β′ . Thus, let us suppose that α is a successor ordinal. Fix any

(i, ti) ∈ I × T . Let us show that Wα,β
i (ti) ⊆ Wα,β′

i (ti). To this end, take any

t̂i ∈ Wα,β
i (ti). (9) implies that t̂i ∈ Wα−1,β

i (ti) and t̂i ∈ ρβi (µ
i, ti) for some µi ∈

Ci

(
ti,W

α−1,β
−i

)
. Since the induction hypothesis implies that Wα−1,β

i ⊆ Wα−1,β′

i ,
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it follows that Ci

(
ti,W

α−1,β
−i

)
⊆ Ci

(
ti,W

α−1,β′

−i

)
. Since t̂i ∈ ρβi (µ

i, ti) for some

µi ∈ Ci

(
ti,W

α−1,β
−i

)
and Y (β′) ⊆ Y (β), it follows that t̂i ∈ ρβ

′

i (µ
i, ti) for some

µi ∈ Ci

(
ti,W

α−1,β′

−i

)
. Since Wα−1,β

i (ti) ⊆ Wα−1,β′

i (ti) and t̂i ∈ Wα−1,β
i (ti), we have

that t̂i ∈ Wα−1,β′

i (ti). Since t̂i ∈ ρβ
′

i (µ
i, ti) for some µi ∈ Ci

(
ti,W

α−1,β′

−i

)
and since

t̂i ∈ Wα−1,β′

i (ti), it follows from (9) that t̂i ∈ Wα,β′

i (ti).

Since the choice of (i, ti, t̂i) ∈ I×Ti×Wα,β
i (ti) was arbitrary, we have that Wα,β ⊆

Wα,β′ . By the principle of transfinite induction, it follows that for all α ∈ Ω, Wα,β ⊆

Wα,β′ . Finally, since Lemma 2 implies that the limits of the nets {Wα,β}α∈Ω and

Wα,β′}α∈Ω exist, the statement follows. ■

Since E(W ) ̸= ∅, fix any β̃ ∈ E(W ). Then, β̃ = W β̃. Since β̃ ∈ B, it follows that

βid ⊆ β̃. Lemma 12 implies that W βid
= β1 ⊆ W β̃ = β̃. Take any α ∈ Ω \ {0}.

Suppose that W βγ ⊆ W β̃ for all γ < α. Let us show that W βα ⊆ W β̃ = β̃. We

proceed according to whether α is a limit ordinal or a successor ordinal. Suppose

that α is a limit ordinal. Since βα =
⋃
γ<α

W βγ , the induction hypothesis implies that

βα ⊆ β̃. W βα ⊆ W β̃ = β̃ follows from Lemma 12. Suppose that α is a successor

ordinal. Then, βα = W βα−1 . Since the induction hypothesis implies that βα ⊆ β̃, it

follows from Lemma 12 that W βα ⊆ W β̃ = β̃. Then, βα = βα−1. By the principle

of transfinite induction, it follows that W βα ⊆ W β̃ = β̃ for all α ∈ Ω. Since part

2) of Lemma 4 (proved above) implies that limα∈Ω βα = βlim exists, it follows that

βlim ⊆ β̃.

Proof of Part 4. Take any β ∈ B s.t. β is non-refutable w.r.t. βlim. Let us show

that β ⊆ βlim. Assume, to the contrary, that β ⊈ βlim. Then, there exists (i, ti, t
′
i) ∈

I × Ti × βi (ti) s.t. t′i ∈ βi(ti) and t′i /∈ W βlim

i (ti). A contradiction is obtained if we

show that β ⊆ Wα,βlim for all α ∈ Ω.

Let us proceed by transfinite induction. By definition, β ⊆ W 0,βlim . Fix an arbi-

trary α ∈ Ω and suppose that β ⊆ W γ,βlim for all γ < α. We show that β ⊆ Wα,βlim .

We proceed according to whether α is a limit ordinal or a successor ordinal. When
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α is a limit ordinal, the induction hypothesis and the definition of Wα,βlim implies

that β ⊆
⋂
γ<α

W γ,βlim
= Wα,βlim . Otherwise, suppose that α is a successor ordi-

nal. Fix an arbitrary
(
i, ti, t̂i

)
∈ I × Ti × βi (ti). The induction hypothesis implies

that Ci(ti, β−i) ⊆ Ci(ti,W
α−1,βlim

−i ) and t̂i ∈ Wα−1,βlim

i (ti). Since β is non-refutable

w.r.t. βlim, we have that Yi(β
lim) ⊆ Li(f(t

′
i, ·), µi, ti) for some µi ∈ Ci(ti, β−i).

Since Ci(ti, β−i) ⊆ Ci(ti,W
α−1,βlim

−i ) and t̂i ∈ Wα−1,βlim

i (ti), it follows from (9) that

t̂i ∈ Wα,βlim

i (ti). Since the choice of
(
i, ti, t̂i

)
∈ I × Ti × βi (ti) was arbitrary, we

conclude that β ⊆ Wα,βlim .

By the principle of transfinite induction, it holds that β ⊆ Wα,βlim for all α ∈ Ω.

Since part 2) of Lemma 4 (proved above) implies that limα∈Ω βα = βlim exists and

that βlim = W βlim , it follows that β ⊆ W βlim , yielding a contradiction.

C. Proof of Lemma 5 and Theorem 4

To prove Lemma 5, we need some additional notation and results.

For all T , all β ∈ B, all α ∈ Ω and all i ∈ I, let Ti

(
Wα,β

)
⊆ Ti be defined by

Ti

(
Wα,βlim

)
:=


for all µi ∈ Ci(ti,W

α,βlim

−i )

ti ∈ Ti there exist ȳi, yi ∈ Yi(β
lim)

s.t. Ui(yi, µ
i, ti) > Ui(ȳi, µ

i, ti)

 (41)

Lemma 13. For all T and all (i, α) ∈ I × Ω, T ∗
i

(
Wα,βlim

)
= Ti

(
Wα,βlim

)
.

Proof. Let T be any model. Fix any (i, α) ∈ I×Ω. Since it is clear that T ∗
i

(
Wα,βlim

)
⊆

Ti

(
Wα,βlim

)
, let us show that Ti

(
Wα,βlim

)
⊆ T ∗

i

(
Wα,βlim

)
. Assume that ti ∈

Ti

(
Wα,βlim

)
. (41) implies that for all µi ∈ Ci(ti,W

α,βlim

−i ), there exist yµ
i

i , ȳµ
i

i ∈

Yi(β
lim) s.t. the inequality in (41) is satisfied. Since Ci(ti,W

α,βlim

−i ) is a separa-

ble metric space, let Ĉi(ti,W
α,βlim

−i ) = ∪k∈N
{
µi,k

}
be a countable, dense subset of

45



Ci(ti,W
α,βlim

−i ). Let ỹi ∈ Yi(β
lim) be a mapping defined by

ỹi =
∞∑
k=1

1

2k
ȳµ

i,k

i .

For any k̄ ∈ N, let yk̄i ∈ Yi(β
lim) be a mapping defined by

yk̄i =
∑
k ̸=k̄

1

2k
ȳµ

i,k

i +
1

2k̄
yµ

i,k̄

i .

Thus, for all k ∈ N, we have that

Ui

(
yki , µ

i,k, ti
)
− Ui

(
ỹi, µ

i,k, ti
)
=

1

2k

[
Ui

(
yµ

i,k

i , µi,k, ti

)
− Ui

(
ȳµ

i,k

i , µi,k, ti

)]
> 0,

where the strict inequality is guaranteed by (41). Since ti’s preference over lotteries

are continuous and since, moreover, Ĉi(ti,W
α,βlim

−i ) is a countable, dense subset of

Ci(ti,W
α,βlim

−i ), it follows that ti ∈ T ∗
i (W

α,βlim
). Since the choice of ti ∈ Ti(W

α,βlim
)

was arbitrary, it follows that Ti

(
Wα,βlim

)
⊆ T ∗

i

(
Wα,βlim

)
. ■

Lemma 14. For all T and all i ∈ I, {T ∗
i (W

α,βlim
)}α∈Ω is a monotone increasing

net w.r.t. set inclusion. Moreover, there exists α(i) ∈ Ω s.t. for all α ≥ α(i),

T ∗
i (W

α,βlim
) = T ∗

i (W
α+1,βlim

) = T ∗
i (W

βlim
).

Proof. Fix any (i, α) ∈ I × Ω. In light of Lemma 13, it suffices to show that

Ti(W
α,βlim

) ⊆ Ti(W
α+1,βlim

). Take any ti ∈ Ti(W
α,βlim

). (41) implies that for

all µi ∈ Ci(ti,W
α,βlim

−i ), there are mappings yi, ȳi ∈ Yi(β
lim) s.t. Ui(ti, µ

i, yi) >

Ui(ti, µ
i, ȳi). Since Lemma 2 implies that {Wα,βlim}α∈Ω is a monotone decreasing

net, it holds that Ci(ti,W
α+1,βlim

−i ) ⊆ Ci(ti,W
α,βlim

−i ). Therefore, (41) implies that

ti ∈ Ti(W
α+1,βlim

). Thus, {T ∗
i (W

α,βlim
)}α∈Ω is a monotone increasing net w.r.t. set

inclusion. Finally, Lemma 2 implies that there exists α(i) ∈ Ω s.t. for all α ≥ α(i),

T ∗
i (W

α,βlim
) = T ∗

i (W
α+1,βlim

) = T ∗
i (W

βlim
). ■

Proof of Lemma 5.
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Suppose that f : T → X satisfies IIM on T .

Proof of Part 1. Fix any (i, ti, α) ∈ I × Ti × Ω s.t. Wα+1,βlim

i (ti) ̸= Wα,βlim

i (ti). Let

us show that ti ∈ T ∗
i (W

α,βlim
). Since Wα+1,βlim

i (ti) ̸= Wα,βlim

i (ti), there exists t̂i ∈ Ti

s.t. t̂i ∈ Wα,βlim

i (ti) and t̂i /∈ Wα+1,βlim

i (ti). It follows from (9) that t̂i /∈ ρβ
lim

i (µi, ti)

for all µi ∈ Ci(ti,W
α,βlim

−i ). (7) implies that for all µi ∈ Ci(ti,W
α,βlim

−i ), there exists

ȳi ∈ Yi(β
lim) s.t. ȳi /∈ Li(f(t̂i, ·), µi, ti). Since f satisfies IIM on T , f satisfies βlim-IIC

on T and βlim is acceptable for f on T . Thus, f
(
t̂i, ·

)
∈ Yi(β

lim). Since the inequality

in (41) holds for all µi ∈ Ci(ti,W
α,βlim

−i ), we have that ti ∈ Ti

(
Wα,βlim

)
. Lemma 13

implies that ti ∈ T ∗
i (W

α,βlim
).

Proof of Part 2.

Fix any (i, ti, α) ∈ I × Ti × Ω s.t. ti ∈ T ∗c
i

(
Wα,βlim

)
. We show that Wα,βlim

i (ti) =

Wα+1,βlim

i (ti) = β̄i(ti). Since ti ∈ T ∗c
i

(
Wα,βlim

)
, Lemma 5 implies that Wα,βlim

i (ti) =

Wα+1,βlim

i (ti). Thus, we are left to show that that Wα,βlim

i (ti) = β̄i(ti). Assume, to the

contrary, that Wα,βlim

i (ti) ̸= β̄i(ti). Then, there exists a successor ordinal α̂ with 0 <

α̂ ≤ α s.t. W α̂,βlim

i (ti) ̸= W α̂−1,βlim

i (ti). Part 1 of Lemma 5 (proved above) implies

that ti ∈ T ∗
i (W

α̂−1,βlim
). Since Lemma 14 implies that T ∗

i (W
α̂−1,βlim

) ⊆ T ∗
i (W

α,βlim
),

we have ti ∈ T ∗
i

(
Wα,βlim

)
, yielding a contradiction.

Proof of Part 3.

Fix any i ∈ I s.t. T ∗
i (β

lim) ̸= Ti. We show that β∗
i (ti) = Ti for some ti ∈ Ti. Assume,

to the contrary, that β∗
i (ti) ̸= Ti for all ti ∈ Ti. Fix any ti ∈ Ti. Since β∗

i (ti) ̸= Ti,

there exists t̂i ∈ Ti s.t. t̂i /∈ β∗
i (ti). Thus, there exists a successor ordinal α s.t.

t̂i /∈ Wα,βlim

i (ti) and t̂i ∈ Wα−1,βlim

i (ti). Part 1 of Lemma 5 (proved above) implies

that ti ∈ T ∗
i (W

α−1,βlim
). Since Lemma 14 implies that T ∗

i (W
α−1,βlim

) ⊆ T ∗
i (β

lim),

we have ti ∈ T ∗
i

(
βlim

)
. Since the choice of ti ∈ Ti was arbitrary, we have that

T ∗
i (β

lim) = Ti, yielding a contradiction.

Proof of Theorem 4.
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Suppose that f : T → X satisfies IIM on T . We proceed according to whether there

exists i ∈ I s.t. T ∗
i (β

∗) ̸= Ti.

Suppose that there exists i ∈ I s.t. T ∗
i (β

∗) ̸= Ti. Part 3) of Lemma 5 implies that

βlim
i (ti) = Ti for some ti ∈ Ti. Since f : T → X satisfies IIM on T , it follows from

Theorem 3 that βlim is acceptable for f on T . Since βlim
i (ti) = Ti for some ti ∈ Ti, it

follows that for all ti, t′i ∈ Ti, f(ti, t−i) = f(t′i, t−i) for all t−i ∈ T−i.

Suppose that T ∗
i (β

∗) = Ti for all i ∈ I. Fix any (i, ti) ∈ I × Ti. Let us show that

f satisfies βlim-RNWA; that is, that either ti ∈ T ∗
i

(
W 0,βlim

)
or there exists α̂(ti) ∈

Ω \ {0} s.t. ti ∈ T ∗
i

(
W α̂(ti),β

lim
)

and ti ∈ T ∗c
i

(
W γ,βlim

)
for all γ ∈ Ω s.t. γ < α̂(ti).

Since T ∗
i (β

∗) = Ti and since limα∈Ω βα = βlim, it follows that there exists α(ti) ∈ Ω

s.t. ti ∈ T ∗
i

(
Wα(ti),β

lim
)
. Let Ω(α(ti)) = {α(ti) ≥ ᾱ ≥ 0|ti ∈ Ti(W

ᾱ,βlim
)} ≠ ∅. Let

α̂(ti) = min Ω(α). Since Ω(α) is a well-ordered set, α̂(ti) is well-defined. Thus, f

satisfies βlim-RNWA.

D. Example 1

In this section, we will show that the SCF f of Example 1 is implementable in ICR

by the mechanism defined in that example. Following Kunimoto et al. (2023), SCF f

satisfies weak-IRM and hence incentive compatibility. The following observation will

be useful: For every i ∈ I, and every θ ∈ Θ, it holds that ui(z
′′, θ) < ui(f(θ), θ).

Let us introduce the following definitions. For all β ∈ B and all i ∈ I, define

Σβi

i : Ti → 2Mi\ {∅} by

Σβi

i (ti) =
{
mi ∈ Mi|m1

i,1 ∈ βi (ti)
}

, (42)

and Σ̃βi

i : Ti → 2Mi\ {∅} by

Σ̃βi

i (ti) =
{
mi ∈ Σβi

i (ti) |m2
i = 1

}
. (43)

Lemma 15. Σ̃βf is a best reply set.
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Proof. Fix an i, ti, and mi ∈ Σ̃βf
(ti). Consider the following beliefs: µi ∈ Ci(ti, Σ̃

βf
)

is such that µi assigns probability 1 to the event that m1
−i,2 = ti. Under these beliefs,

a unilateral deviation for player i induces either Rule 1 or Rule 2. Suppose there is a

message m̂i such that Rule 1 is induced. In this case, incentive compatibility ensures

that mi is better than m̂i. Suppose that there is a message m̂i such that Rule 2 is

induced. In this case, agent i obtains an outcome in Li(f(ti, ·), µi, ti).

Since i, ti, and mi were arbitrary, it follows that Σ̃βf is a best reply set. ■

Lemma 16. For all i ∈ I and all ti ∈ Ti, if mi ∈ Ri(ti), then m2
i = 1.

Proof. Suppose mi ∈ Ri(ti) and m2
i > 1. Then, mi ∈ ri(µi, θ̂i(ti)) for some µi ∈

Ci(ti,Σ
β̄
−i). Towards a contradiction, we show that the following message

m̂i = ((m1
i,1,m

1
i,2), m̂

2
i , f(m

1
i,1, ·), a)

is better than mi at ti. Suppose that m−i ∈ supp(µi) is s.t. Rule 2 applies to

(mi,m−i). Then,

g(mi,m−i) =
m2

i

1 +m2
i

f(m1
i,1,m

1
−i,1) +

m2
i

1 +m2
i

z′′. (44)

Suppose that m−i ∈ supp(µi) is s.t. Rule 3 applies to (mi,m−i). Then,

g(mi,m−i) =
m2

i

1 +m2
i

a+
m2

i

1 +m2
i

z′′ (45)

Since ui(f(m
1
i,1,m

1
−i,1), θ) > ui(z

′′, θ) and ui(a, θ) > ui(z
′′, θ), it holds for a suffi-

ciently high m̂2
i that for every m−i and every θ ∈ Θ:

ui(g(m̂i,m−i), θ) > ui(g(mi,m−i), θ), (46)

which is a contradiction to our initial assumption that mi ∈ ri(µi, ti) for some µi ∈

Ci(ti,Σ
β̄
−i).

■
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Lemma 17. For all i ∈ I and all ti ∈ Ti, Ri(ti) ⊆ Σ̃
βf
i

i (ti).

Proof. Lemma 16 implies that for some β∗, it holds that R = Σ̃β∗ . Fix any i, ti, and

t′i ∈ β∗
i (ti). Since R = Σ̃β∗ , there exists an mi ∈ Ri(ti) such that m1

i,1 = t′i. Then,

there exists µi ∈ Ci(ti, Σ̃
β∗

−i) such that mi ∈ ri(µ
i, θ̂i(ti)).

Let µ̄i be defined over Θ0 ×Θ−i × T−i by

µ̄i[θ0, θ−i,m
1
−i] =

∑
m̄−i∈Σ̃β∗

−i [m
1
−i]

µi[θ0, θ−i, m̄−i]. (47)

for all (θ0, θ−i,m
1
−i) ∈ Θ0 × Θ−i × T−i, where Σ̃β∗

−i[m
1
−i] = {m̂i ∈ Σ̃β∗

−i : m
1
−i = m̂1

−i}.

It can be checked that µ̄i ∈ Ci(ti, β
∗
−i).

Since mi ∈ ri(µ
i, θ̂i(ti)) and m2

i = 1 and since µi ∈ Ci

(
ti, Σ̃

β∗

−i

)
, it follows that Rule

1 applies with probability 1, and so

Ui(mi, µ
i, θ̂i(ti)) = Ui((t

′
i, ·), µ̄i, θ̂i(ti)) (48)

Since mi ∈ ri(µ
i, θ̂i(ti)) and since player i can never induce Rule 3, it follows from

the definition of g that

Ui(f(t
′
i, ·), µ̄i, θ̂i(ti)) ≥ Ui(m

3
i , µ̄

i, θ̂i(ti)) (49)

for all m3
i ∈ Y f

i . Thus, m1
i ∈ ρ̃β

id

i (µ̄i, ti), where ρ̃β
lim

i is defined in (8). Since µ̄i ∈

Ci

(
ti, β

∗
−i

)
and i,ti, and t′i were arbitrarily chosen, it follows that β∗ is weakly non-

refutable deception with respect to βid. Since our SCF in the example satisfies weak-

IRM, it holds that β∗ ⊆ βf and thus R = Σ̃β∗ ⊆ Σ̃βf .

■
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