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Abstract

In most naturally occurring situations, successedep on both skill and chance. We contrast
experimental market entry decisions where payofépedd on skill as opposed to
combinations of skill and chance. Our data shovergntial attitudes toward chance by those
whose self-assessed skills are low and high. Makhance more important induces greater
optimism for the former who start taking more rislyile the latter maintain a belief that high
levels of skill are sufficient to overcome the vaga of chance. Finally, although we
observed “excess entry” (i.e., too many participaehtered markets), this could not be

attributed to overconfidence.
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It is common for people to compete for accessrotéid resources. Consider, for example,
applications by researchers for grants, attemptsbtain positions in large organizations or
public office, and decisions by potential entreus to enter new markets. These situations
typically share four characteristics: (1) a limiteamber of resources can be given to dnbf
N agents wher& < N; (2) each agent has to decide independently whetheot to enter the
competition; (3) agents who enter the competitimranked according to a criterion and the
resources are allocated to those with khkighest ranks. The unsuccessful entrants incur
additional costs; (4) prior to deciding, each ageteives a signal that is probabilistically
related to his or her score on the ranking criterio

Perhaps the best known example of this paradigitihéneconomic literature is the
work by Camerer and Lovallo (1999) who used it todel entrepreneurial entry. Their focus
was on possible effects of overconfidence whicly ttested by comparing responses (i.e.,
entry decisions) between conditions where entrarte ranked at random as opposed to their
knowledge measured by a test. Camerer and Lovaltednhigher entry rates when ranks
were established on the basis of tests as opposaddom orderings, a result they interpreted
as indicating overconfiden¢eUsing a similar experimental design, Moore andnG&007)
varied test difficulty and found higher entry rateseasy as opposed to hard tests.

The experimental market entry paradigm has prowere a rich stimulus for
research. And yet, we contend here that the wqrirted to date has been limited by failing
to illuminate the complex nature of the interactioetween skill and chance in economic
decision making. In particular, the paradigm téedean be characterized by two extreme
positions. In one, behavior has been investigateteupurely random conditions where no
skill is involved (as in Camerer and Lovallo’s rand ranking condition). That is, skill plays

no role in the outcomes obtained by agents. Inraet in the other it is relative skill that

! parenthetically, whether Camerer and Lovallo's9@)9results really demonstrate overconfidence can b
guestioned (Benoit & Dubra, 2009; Hogarth & Kara]a2009). However, this is not the goal of the enés
paper.



determines outcomes and the only uncertaintiesdfageagents concern the validity of the
signal they receive about their skill and the atdiof other agents.

The outcomes of naturally occurring markets, howevae more accurately
characterized by mixtures of chance and skill. Aeptal entrepreneur, for example, should
not only be concerned about the level of her skélative to competitors but also the other
uncertainties inherent in economic conditions. Wil be the demand for the new product?
Will there be a general economic downturn? Wilrth be unanticipated surprises, e.g., a
presently unknown competitor introduces a techrioldly superior product? And so on.
Clearly, the potential effects of such random fextre important and should be modeled in
the experimental paradigm.

Our goal therefore in this paper is to expand tharket entry paradigm by
investigating what happens when both chance arld@&y important roles in determining
outcomes. Specifically, what happens when, intaaidto both the probabilistic nature of the
signal-criterion relation and uncertainty concegiihe actions of others, agents learn that the
rankings have been perturbed by an explicit rantietor? A priori, one might imagine that
increasing uncertainty would discourage agents feotering risky markets. However, could
it be that, when skill is involved, people prefaisier evaluation procedures? In addition,
how do attitudes toward noise interact with differievels of skill?

More generally, our research follows a long rededradition that has investigated
risky choice in situations where outcomes depentath skill and chance. Starting with the
innovative work of Cohen and his colleagues wheestigated bus drivers’ attempts to make
tight maneuvers (Cohen, Dearnaley, & Hansel, 195@&)cer players’ shots at goal (Cohen &
Dearnaley, 1962), and success at hitting dart Bo@Edhen & Hansel, 1959), this work has
documented the difficulty people have in assestiegrelative contributions of chance and

skill in determining outcomes. The general findiaghat for events that are difficult (low



probability of success), the introduction of a Iskibmponent leads to overestimating the
probability of success, a phenomenon that has ladsm labeled the “illusion of control”
(Langer, 1975; Hogarth, 1987).

When it comes to interpreting outcomes of taskslwiag both skill and chance, there
is much evidence that people tend to attribute gmatdomes to skill and bad outcomes to
chance (Miller & Ross, 1975). This self-servingdency can in turn lead to overconfidence
in skill (Langer & Roth 1975; Gervais & Odean 200Moreover, although arguments can be
made that, for some tasks, such illusions are b@akin that they encourage proactive
behavior (Taylor & Brown, 1988), they are clearlpngerous when payoffs are large
(Makridakis, Hogarth, & Gaba, 2009).

At one level, the introduction of the chance congmdncan be conceptualized as
diminishing the validity of the signal that agemxeive about their level on the criterion.
Absent the chance component, this was already fexterwith chance added, it becomes
even more imperfect. Therefore, following the tssof Camerer and Lovallo (1999) and
Moore and Cain (2007), it is reasonable to hypotdeethat agents will be less likely to enter
the game as signal validity decreases, i.e., Wigmbise due to chante.

On the other hand, consider the differential atg&ithat might be exhibited by agents
whose signals suggest that they have high and f@rion scores, respectively. Recall, first,
that what matters is whether an agent is rankedngntioe firstk of thosewho enter the
market. Thus, an agent whose true ability merifdage in the firsk can only be hurt by
chance (i.e., demoted below tki position) but not helped. However, an agent whose
ability does not merit a place in the fikstan only be helped by chance (i.e., promoted into
the topk positions) but not hurt. This reasoning therefleas to an alternative hypothesis.

With the introduction of chance, agents who belithat they have relatively high scores on

2 In Moore and Cain’s (2007) study, the signal vigffidcorrelation between agents’ true and estimatzates on
the criterion) was greater in the easy as opposeithe hard task (D. Moore, personal communicatiy
2007).



the criterion will enter competition at a loweragahan in the absence of chance. On the
contrary, agents who believe they have low scoié®enter at a higher rate when the random
factor is increased. It is, after all, the only whgy can succeed. We test these hypotheses in
a within-participant experiment described below.

As noted, agents need to estimate their probalafityeing ranked among thebest
entrants and, yet, they only receive an imperfiegtad that informs them about their absolute
score on the criterion and not their relative ragkas such. An interesting issue therefore also
centers on how accurate agents are in estimatitiy their criterion scores and relative
rankings as well as what might affect this. Foaraple, there is an extensive literature that
demonstrates that people over- (under)estimate thigiities in hard (easy) tasks and
simultaneously under- (over)place themselves (edative to others) (Moore & Healy, 2008).
In our work, we did not manipulate the difficulty the task that determines the signal, and
thus have no hypothesis concerning the effect®ufidence. On the other hand, we examine
our data to observe whether any “excess entryteésmpanied by overconfidence.

The role of gender has also often been highlightedffecting differential degrees of
confidence and attitudes toward risk. It is gergrelhimed, for example, that men are more
overconfident than women (Barber & Odean, 2001)thatiwomen are both more risk averse
than men (Byrnes, Miller, & Schafer, 1999) and les#ling to place themselves in
competitive situations (Niederle & Vesterlund, 2D0AWe therefore examine our data for
gender effects bearing these considerations in.mind

We tested our main hypotheses of the differewfifcts of chance on those with low
and high scores on the ranking criterion in an @rpent with two conditions and using a
within-subject design to control for individual fdifences. In one condition, participants were
ranked by their skill and payoffs were fully detémed by relative skill. In the other, skKill

rankings were adjusted by randomly drawn individubnce components such that the



relation between relative skill and payoffs was aripct. Moreover, participants were made
aware of this fact.

Our results showed that low-ability participarnits.( those who performed relatively
poorly on the test) entered competition more wheombination of chance and skill, rather
than only skill, determined their payoffs. The ende that participants with high
performance were more willing to enter competitidmen payoffs depend uniquely on skill is
weaker. The high-ability participants, it seemg]l $toped to achieve good outcomes
whatever the role of chance. Interestingly, ouradalso show that participants tended to
attribute success to their skill, while chance wase likely to be blamed for failures.

Overall, there was evidence of excess entry ihrfgan group profit was negative in
most rounds as more participants entered the nsathat should have. At the same time, we
also found accurate assessments of numbers ohentre effect of initial confidence, and an
understanding that past experience with chancetipredictive of future outcomes. Since
the outcomes of market entry decisions in naturalbgurring environments inevitably
involve elements of both skill and luck, our resdontribute to explanations of why low-skill

participants still enter markets and, for the npazst, fail.

Experiment

Participants and sessions. Participants were recruited through invitationstderthe
members of the database system of the Leex lalvgratdJniversitat Pompeu Fabra and the
experiment was conducted on computers in the layrausing the z-Tree software
(Fischbacher 1999). No participant took part in endhan one session. Upon arrival
participants were randomly assigned to seats. T identified by code numbers only.
Each participant had an individual printed copyha instructions. Instructions also appeared

on the screens. In addition, one experimenter tieadnstructions aloud. All questions were



answered in private. Sessions lasted about one fibere were six separate sessions, each
with fifteen participants.

Procedure. Participants were informed that they were bejivgn a credit of 15€ at
the beginning of the experiment, and that at thég #reir net earnings would be added to (or
deducted from) the 15€. Moreover, their net egswmould depend on both their choices and
the choices of other participants taking part |m shme session. Participants were further told
that the study was conducted anonymously and tiet individual choices would not be
known to other participants. Table 1 summarizesetkgerimental procedure for one of the

experimental conditions explained in detail below.

Insert Table 1 about here

There were two parts to the experiment. The firstolved ten problems of
multiplying two 2-digit numbers. Participants coulde a pen and scratch paper. They were
paid 0.50€ for each correct answer and informetlttteamore questions they got correct, and
the faster they were, the easier it would be fentho earn more money in the second part of
the experiment. The ten problems appeared one byoanthe screen. Participants had 30
seconds to solve each problem. If no answer wagiqed within 30 seconds, the question
was counted as “incorrect” and the next problemeapgd automatically. After solving ten
problems, participants were asked how many probléesthought they had solved correctly
and how many of the fourteen other participantshm room they believed did better than
them (i.e., answered more questions correctly arfd&ter). At the end of the experiment,
they were paid 0.50€ for each correct estimatedibaek on the multiplication test was not
given until the end of the experiment.

The second part of the experiment was a markeg gatme involving an experimental

market with a capacity of five entrants and a tqayoff to be divided among successful



entrants of 25€. Each participant had to decideapely whether or not to enter. If they
decided to stay out, the additional payoff was z#rthey decided to enter, the payoffs were
determined by the number of entrants and the sesiiithe multiplication test. If the number
of entrants was five or less, the 25€ was dividpeby among the entrants. If more than five
participants decided to enter the competition, esltrants were ranked according to the
number of problems solved correctly in the mulgation task (time taken to complete the
test was used to break ties). The five best etr@anined 5€ each and the others lost 10€ each.

Before the first entry decision was made, paréiois were informed that there would
be a total of twelve similar rounds. At the endlwd experiment, four of the twelve rounds
were chosen randomly by throwing a die. Final ptsyddr the market entry game were
determined by the mean of individual payoffs in sthefour rounds. Participants were
informed in advance about how the final payoffs lddue determined.

Before the first round, four quiz questions wedmaistered to make sure that
everyone understood the rules of the game. Paatitspwere given three attempts to answer
each question. Eighteen participants failed to ik®va correct answer to one or two
questions. We analyzed the data both with andowitlihese participants and found that
excluding these 18 participants did not changeltesignificantly. We therefore report below
the analyses of all data.

At the beginning of each round, participants wasked to forecast how many entrants
would enter (including themselves) in the round.cérate forecasts were rewarded with
0.50€. Participants then decided individually wieetor not to enter the competition. Post-
decision feedback for each round included the nundfeentrants and the participant’s
individual payoff. After the first six and the lasik rounds participants were asked to indicate
on an 11-point scale how risky these rounds wet&eir opinion (0O = “not risky at all” and

10 = “extremely risky”).



For the last six rounds, the procedure for deteimgi the performance ranking was
changed by including an explicit chance componatticipants were told about the changes
in the rules of the game immediately before thekblof the modified rounds. In particular, at
the beginning of each round, individual randaivance parameters were drawn from a
uniform distribution. There were seven possibleséle of chance”: an improvement of the
position in the original ranking by three place®o places, and one place; a worsening of the
position in the ranking by three places, two placasl one place; and no change of the
original position. The process of generating chammeameters was described to participants
using the analogy of an urn containing seven ludiltsifferent colors where colors determined
chance. In each modified round, after receivingfqggarance feedback, participants were
additionally asked to indicate on 11-point scalesvHhucky they thought they were in the
round (0 = “not at all” and 10 = “extremely luckydnd how fair they thought their payoff
was in the round (0 = “not at all” and 10 = “extrelynfair”). Finally, after the block of six
modified rounds, participants additionally indichten 11-point scales how fair they thought
their result was overall in these rounds (0 = “aball” and 10 = “extremely fair”) and what
role, in their opinion, chance played in determintheir payoffs in these six rounds (0 =
“chance has not played any role”; and 10 = “chdraebeen decisive”).

After all twelve rounds, participants received deack on the number of correct
answers and their total time spent on the mul@épian test, indicated their age and sex, and
answered 29 questions of the internal-externakligle questionnaire (Rotter, 1966) that
purports to measure individual locus of controlcus of control refers to the extent to which
individuals believe that they can control eventslividuals with a high internal locus of
control (a low score on the Rotter scale) belidvat their actions mainly determine their
future outcomes whereas those at the other extbatieve that they have little control over

what happens to them.
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Finally, a 12-faced die was then thrown to detaemihe four rounds to be used to
calculate total payoffs and the information on wndiial total payoffs appeared on the
participants’ screens. Participants were paid peiya one-by-one at the end of the
experimental session.

Design. The experimental design included two within-subjeetiables and two
between-subject variables. The within-subject \#deis were round number and whether a
randomly generated@¢hance componentwas €hance rounds) or was not usedbéseline
rounds) to determine performance ranking in a given rouflte between-subject variables
were the level of chance and order of rounds. ur Bessions (of eight), chance component
was enlarged. In these sessions, the positioreiotiginal ranking could increase or decrease
by nine, six, or three places (vs. three, two, plage in the other chance sessions). We refer
to these sessions as thig chance condition and to the other sessions asdhall chance
condition. As to the order of rounds, baseline dsupreceded chance rounds in four sessions,
and chance rounds preceded baseline rounds inthiee fmur sessions. In summary, there
were four between-subject conditions: (1) baseknesmall chance, (2) small chance —
baseline, (3) baseline — big chance, and (4) bagnch — baseline.

Main hypotheses. The main question we pose in this study is hodiragd noise to
agents’ evaluations affects their willingness téeerrompetitive situations. We hypothesize
that there is a difference between the responskesveskill and high-skill participants.

Hypothesis 1: Participants who score low on the test will entexr tompetition more

in the chance than in the baseline condition.

Hypothesis 2: Participants who score high on the test will etiver competition less

in the chance than in the baseline condition.

11



To illuminate how the random perturbation of rangs in the chance conditions would
affect individual ranks, we ran simulations for lea@lue of initial rank (from 1 to 15). The
results are shown in the upper and lower partsigtire 1 for small and big chance,
respectively. The simulations were done over 10,0@0s and show, for each rank, the
distribution of ranks that would obtain. (Ties waesolved randomly). Thus, with small
chance, someone ranked would rarely fall below the'Srank whereas someone rankdd 5
would have a good chance of losing by falling belinat position. Similarly, participants
with ranks worse than the f@osition would rarely succeed (i.e., be bettentf8) while
those in the middle ranks (e.g™ éhrough 9" start to have chances of success that would
have been denied in the absence of chance. Wgh tarance, the simulations show the same
kinds of trends except that the distributions aturally much flatter.

Equilibrium predictions. Assuming risk neutrality and no private infornoatiabout
the probability of success on entry, there are iplalpure-strategy Nash equilibria with seven
players (47%) entering a market that has a capaditjve. Provided that players cannot
coordinate, there is a mixed-strategy equilibriumnhich each risk-neutral player (without
private information about the probability of succes entry) enters with probability of 53%.
This corresponds to 7.9 players (out of 15). Dethitalculations are presented in the
Appendix.

If all players know their relative performancetbe test, then only the top five players
(33% of all potential entrants) enter. Howeverpldyers have imperfect information about
their test performance, the equilibrium number otr@nts will be higher when players
overestimate their probabilities of success andelowhen the probability of success is
underestimated. This idea is developed furthehénXppendix.

We do not make any specific assumption about qipatnts’ risk preferences but

control for it within-subject since all participantook part in both baseline and chance

12



conditions (cf., Camerer & Lovallo, 1999; Moore &i@, 2007). Our primary measure of

interest is within-subject differences in behawetween the baseline and chance conditions.

Results

Of the 120 participants, 57 were male. Participamtre between 18 and 36 years of age, 21
on average. Total earnings per participant wergvdsent 5.50€ and 25.90€ with a mean of
18.23€ and median of 18.63€. The mean number okeaty solved problems in the
multiplication test was 8.1 (out of 10), the mediaas 9.0. There were on average nine
entrants per round. Mean group payoff in the magkty game across all sessions was -17€.
Figure 2 details the distribution of group payoffs.

The effect of chance. Our main question is whether adding the chance ocoent to
the evaluation procedure affected participantsigieas to enter the competition and whether
the effect was different for participants who scblew as opposed to high on the test. The
data support the following main results:

Result 1: Low-skill participants enter competition more whehe outcome-

determining procedure is noisier.

Result 2:  High-skill participants enter competition somewless when the outcome-

determining procedure is noisier.

Result 3: High-skill participants are less sensitive to dajes in the outcome-

determining procedure than low-skill participants.

Tables 2 and 3 report the results of several @djoui-averaged logit analyses of the
probability of entry. The dependent variable waded as 1 if the participant decided to enter
competition in a given round and as 0 otherwise. thare is an observation for each

individual in each round, each individual appearthie sample 12 times (six baseline rounds
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and six chance rounds). Because of the multiplerebsions on individuals, standard errors

were calculated accounting for the correlation s€mr@peated observations.

Insert Tables 2 and 3 about here

Table 2 reports the coefficient estimates of saviegit specifications which capture

the effect on entry decisions when the evaluatiagterton is perturbed by chance. Table 3
reports the estimated change in the probabilitgrdfy and the standard errors on this change
in probability separately for high and low-skillrgaipants. Model 1 is a specification with a
constant; indicator variables for the chance caomuit big chance, gender; rank (indicating
participants’ relative performance in the test)l éime interaction between rank and chance. It
additionally controls for the IE score, forecastemnber of entrants, possible order effects (an
indicator variable) and round (a series of indicatariables). The interaction term between
rank and chance is significant in this specificafio Figure 3, left panel, presents the
predicted probability of entry for all participanés a function of rank, separately for the
baseline and chance conditions. First, the figurews that, as might be expected, the
probability of entry is lower for lower ranked paipants. Second, it shows that for
participants who ranked low on the test, the prditplof entry is higher in the chance as
opposed to the baseline condition. For example, farticipants who ranked 2 the
probability of entry was 0.40 in the baseline bui30in the chance condition. Participants

ranked higher than the median (8) do not appebe t®ensitive to the presence of noise.

Insert Figure 3 about here

The estimated changes in the probability of epmgsented separately for high and

low-skill participants in Table 3 provide furthevigence on how the impact of chance

# An analogous model without the interaction termlds a lower model fity®=81.98). The difference in fit is
statistically significant (p<0.001).
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depends on skill. We split participants by theirdia@ performance classifying them as low-
skill if they ranked 8 or worse and as high-skith@wise. The results of these specifications
imply that entry rates of low-skill participantseal3 percentage points higher in the chance as
compared to the baseline condition. The effectgsiicantly different from zero (p<0.001).
For high-skill participants, entry rates are 3 patage points lower in the chance as
compared to baseline condition. The effect, howevsr not statistically significant,
suggesting that high-skill participants are equaillifing to enter competition in the chance
and baseline conditions. The data are thus consistéh hypothesis 1 in that low-skill
individuals entered competition more in the chatiwn baseline condition. On the other
hand, evidence in favor of hypothesis 2 is notrggrim that the difference in entry behavior of
high-skill participants, although pointing in thgpothesized direction (i.e., less entry in the
chance than in baseline condition), was not siegibf significant.

Parenthetically, descriptive data are consistetit the results of the logit models. On
average, participants with the worse rankind5qBworse) entered the market in 2.5 baseline
rounds and 3.3 chance rounds (both out of six)tidRaaints with the better rankings"{or
better) entered the market in, on average, 4.6ihas®unds and 4.5 chance rounds. In short,
chance induced the poorer but not the better pedos to enter the competition more. The
effects of chance, however, were generally nottpesi Mean losses of the less skilled
participants (8 or worse) were approximately the same in the beseind chance rounds:
3.82€ and 3.43€. The difference is not statistcaignificant (z = -1.35, n = 63, Wilcoxon
signed-rank test). The higher ranked participaritsof better) gained less in the chance than
baseline rounds: 0.83€ vs. 2.41€ (the differencsatstically significant, p<0.001, z = 3.35,
n = 57, Wilcoxon signed-rank test).

The second specification in Table 2 (Model 1a)udes in addition the entry decision

made in the previous round and the payoff earnetthah round. (It thus excludes the first
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round for which no lagged data are available). t@dimg for the lagged decision and payoff

does not eliminate the interaction effect of charmual rank. (The plot of predicted

probabilities as a function of rank looks similarthat presented in Figure 3, left panel). Both
lagged variables are significant in this model iyipy that the probability of entry in a given

round is higher when entry occurred in the previoognd and when the payoff of the

previous round was larger.

In addition, the effect of lagged payoff differedthe baseline and chance rounds (the
logit specifications are not presented here). Agals models fit separately on the data from
the baseline and chance conditions showed thakibaseline conditions, earning 1€ more in
a given round increases the probability of entryllpyercentage points (se = 0.007, p<0.001).
In the chance condition, the marginal effect ofgled) payoff was not significant (dy/dx =
0.001, se = 0.004). This implies that participasdsrectly understood that past performance
in the competition was less predictive of futurefpenance in the chance as opposed to
baseline rounds.

Although our experiment was designed to test ffeceof chancenithin subjects, we
also investigated whether the differential behawbtow- and high-skill individuals in the
face of chance was mirrored by differend®sneen the big and small chance conditions.
Model 2 (Tables 2 and 3) compares entry rateswf Bind high-skill participants in the big
chance and small chance conditions (between-suls@tiparison). Neither the indicator
variable big chance nor its interaction with rank is significant inishmodel (Table 2).
Marginal effects of the indicator varialeg chance (Table 3) calculated separately for low-
and high-skill participants are not significant Qp85) implying that participants were not
sensitive to the levels of chance. However, thanssigf the marginal effects are in the
hypothesized direction: negative effect on enttg far high-skill participants and positive for

low-skill participants.
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Finally, the specifications presented in Tablesar®i 3 show that there was no
consistent difference in the predicted probabdité entry for participants of different gender,
participants who had different IE-scores, and pgdints who forecasted more vs. less
entrants in experimental rounds.

Excess entry. The data reveal “excess entry” in that there weeéveen six and
fourteen entrants each round (40% - 93% of aligpents). (Recall market capacity was five
entrants). Figure 4 shows the actual number ofatgrin each session and the mean number
of entrants predicted by participants at the bagmrof each experimental round. As a
reference point, we have added horizontal linesresponding to the mixed-strategy
equilibrium prediction of 7.9 entrants (assumingk#meutrality and no private information

about relative performance on the test).

The decreasing slope of entry curves in Figureudggssts some learning from
performance feedback. However, the number of etgtramly approached the mixed-strategy
equilibrium of 7.9 players in some rounds. A swing finding is the relative accuracy with
which participants anticipated the number of entaifhere was no consistent tendency to
over- or underestimate the number of entrants. ean difference between the mean
predicted and actual number of entrants was -dhd,the mean absolute difference was 2.0
persons. There was no significant difference betvibe baseline and chance rounds in terms
of the magnitude of the errots.

Confidence in test performance. Participants were better at estimating their s¢oe.,
absolute “skill”) than their rank (i.e., comparativ'skill’). Of the 120 participants, 43

correctly estimated their score and only 11 colyeestimated their rank. The correlation

* The mean difference between expected and actiraéemas 0.1 persons in the baseline and -0.3psri
the chance condition. The mean absotlitference between expectations and realizatiorss 2vh persons in the
baseline and 2.0 persons in the chance condition.
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between actual and estimated scores was 0.65 (fPegqrs0.001, n = 120); the correlation
between actual and estimated rank was 0.38 (Peamdm001, n = 120). Moreover,
estimated score was a better predictor of actua Kae., the criterion relevant to entry
decision) than estimated rank (Pearson coefficadnt0.63, p<0.001, n = 120). Overall,
participants’ estimates of their scores and ran&sevimperfect.

To quantify overconfidence and underconfidencedefned confidence about score
as estimated score minus actual score and conédahout rank as estimated rank minus
actual rank. Positive values indicate overconfigemezgative imply underconfidence. Of the
120 participants, 58 were overconfident about teeare and 19 were underconfident. As to
confidence about ranks, 70 were overconfident &hd/@&e underconfident. Figure 5 depicts
mean confidence for different performance levelse Tipper panel shows that participants
who solved more problems correctly on the test wese overconfident, on average, than
those who solved less. The lower panel shows thdicppants who ranked among the best
five were on average underconfident about theik,ravhile participants who ranked worse

were on average overconfident.

Note that participants estimated their performancthe test before the market entry
game. The decreasing slopes of the entry curvéguwr& 4 suggest that these initial estimates
were refined during the market entry game as ppants received feedback on their
performance. Indeed, as reported above, the pidigadfi entry in a given round was higher
when the payoff from the previous round was largEnus, confidence in skill elicited before
the market entry game can only be taken to reptesemitial level of confidence rather than

a characteristic that was stable during all expenital rounds.
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In order to estimate the impact of initial confide on entry decisions, we included
confidence about score and confidence about ramkadel 3 (Table 2). Our interest was to
understand whether, given the same level of pedona in the tests, greater confidence
implied higher probability of entry. We thereforis@ control for actual score and rank. The
effects of neither confidence about score nor clamfite about rank are significant in this
specification, and the marginal effects of thesealdes are virtually null (not shown in the
table). The implication is that the initial levelanfidence did not affect entry decisiohs.

Gender effects in confidence and entry. Men were more confident about their
performance than women. Table 4 details the prapwtof underconfident, overconfident,
and well-calibrated (i.e., estimates equal to dctalues) male and female participants as well
as mean confidence within each group. While thaildetn confidence about test score look
similar for men and women (most of them slightlyemstimating their score, a few
underestimating), women who underestimate theik @m so much more than men (mean
underestimation of 3.7 vs. 2.2 positions in thekiag).® There was no gender difference in
actual ranks (means of 8 for women and men, z # 0s/ n = 120, Wilcoxon rank-sum test).
A linear regression model of estimated rank withraticatorfemale as independent variable

and actual rank as control yielded a coefficien2 df for female (robust se = 0.49, p<0.001,

® Initial confidence did not affect entry decisianthe first round either. A logit model of entryathwas fit on
the data from the first rounds and included est&ahand actual score and rank as independent esjabelded
no significant coefficients. Analogous models #parately on the data from the baseline and chemasds
showed that participants with larger estimated esavere slightly more likely to enter the competitin the
first baseline rounds than participants with smmadigtimated scores (10 percentage points per eftitics unit
of estimated score, se = 0.06, p = 0.08, n = 68finfated score and rank were not significant inl@rmg the
probability of entry in the first chance rounds{60).

® Overall, the gender difference in confidence atsmares was not statistically significant (z = Q.84 120,
Wilcoxon rank-sum test), while the difference imfidence regarding placement in the ranking wasiStgnt
(p<0.01, z = 2.95, n =120, Wilcoxon rank-sum test).
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n = 120, R = 0.26) suggesting that women were indeed lessdmmifabout their rank than
men!

As to the decision to enter competition, the dpEations presented in Table 2 and the
marginal effects presented in Table 3 fail to detacy consistently significant gender
difference in entry behavior. The probability otnwas not lower for women than for men.
If anything, women were somewhat more likely toeertompetition, as suggested by the
positive effect of the indicator variabiemale in these specifications.

To investigate possible gender effects in how land high-skill participants behaved
when chance was added to the evaluation procedwweanalyzed the probability of entry
separately for men and women using specificatidastical to Model 1 presented in Table 2.
The predicted probability of entry from these gersjgecific logit models is plotted in the
middle (women) and right (men) panels of FiguréSee also Table A2 in the Appendix that
details the results from the logit models). Thedgr-specific predicted probabilities mirror
the general result in that the probability of erfioy low-skill female and male participants
(higher values of rank) is larger in the chancenttaseline condition. As to high-skill
participants, women tend to enter less with chahaa without (i.e., the interaction of rank
and chance) while there is no apparent differemteden the chance and baseline conditions
among high-skill male participants.

Since further splits of data (by skill, within ge)l reduce sample size, we prefer
caution in drawing inferences about the behavidnigh-skill participants and thus conclude
that, if anything, the actions of high-skill pariants were only modestly affected by chance

(as marginal effects in Table 3 indicate, firsturoh).

" The gender gap in relative confidence echoes itdings of Niederle and Vesterlund (2007). In their
experiment, men and women performed equally weladast, but women were more likely to underratgrth
relative performance: 75% of men thought they wesst in their group (of four participants), whilely43% of
women shared this belief. In Niederle and Vesteflsiexperiment, higher overconfidence among metighiyr
explained why men were more willing than womenelest into a competitive environment.
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Attributions, risk, and fairness. Participants’ answers to the post-round questifns
how risky the rounds were indicate beliefs thateline rounds were less risky than chance
rounds. The median evaluation of risk (0-10 scaig 5 for baseline rounds and 7 for chance
rounds. The difference is statistically significgp&0.001, z = -4.87, n = 120, Wilcoxon
signed-rank test). This result can be considerechaamipulation check that participants
understood that payoffs were more unpredictablehs chance as opposed to baseline
condition.

Participants also correctly indicated that charegg a bigger role in big as opposed
to small chance sessions (where the possible impfachance was three times smaller) —
medians of 8 vs. 5 on a scale where 0 = “chancenbaaplayed any role” and 10 = “chance
has been decisive” (p<0.001, z = -3.46, n = 120cd¥dn rank-sum test, between-subject
comparison).

Individuals who earned less money in the chancadswvere more likely to attribute
the result to chance than those who earned moreyidenced by a negative correlation
between the mean profit that each participant ehimehe chance rounds and beliefs about
the role of chance (Spearman’s rank correlatiof® &5, p<0.01, n = 120).

Finally, larger individual payoffs were considerasl being “fairer.” Specifically, the
Spearman’s rank correlation between mean indivighagbffs across the chance rounds and

reported fairness (0 = “not fair at all” and 10extremely fair”) was 0.66 (p<0.001, n = 120).

General Discussion

Our experimental innovation augmented the validify the market entry paradigm by
introducing an explicit element of chance in howrtiggants are ranked. An analog in
naturally occurring situations could be, say, utaaty concerning the membership of a

committee deciding on grant proposals or job appbms. Consider also new product
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launches. An entrepreneur might well have a goodes®f her domain-specific competence
relative to competitors, but also be aware thanomkable consumer tastes could perturb the
market ranking of potential entrants. Book publighprovides a further example. An author
can have a good track record and rank highly anpemys; but this does not guarantee that a
new novel will be accepted by the public or critics

In summary, our results provide evidence of exesssy that was exacerbated when
participants knew that chance would affect how tiveye ranked. Interestingly, the effects of
chance were moderated by how well participantseztor the evaluation procedure (i.e., the
math test). Consistent with our first hypothegiarticipants with lower scores were more
likely to enter the competition in the presencelmdince (Result 1) but, contrary to our second
hypothesis, the actions of higher scoring participavere only modestly affected by chance
(Results 2 and 3).

Additional findings were no differences in entmscisions due to levels of chance (i.e.,
big chance versus small chance), and whereas mesn ware overconfident than women,
men did not enter the competition more than wom@nntrary to the claims of Camerer and
Lovallo (1999), we found no relation between ovefence and excess entry. Moreover, in
post-round questionnaire responses participantsgrezed that chance rounds were riskier
than their baseline counterparts and that big ahaoaditions were riskier than little chance
conditions. On the other hand, there was evidemae self-serving bias in that participants
who earned less money in the chance rounds were hkety to attribute their outcomes to
chance than those who earned more.

We can view our main results from different pecdpes. The first is simply that the
participants were confused by the introduction loé thance component and reacted by

responding more to what they perceived as the garpkcit in the task, i.e., matching more
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noise in the task by more noise in their responsAs. noted previously, people have a
tendency to seek risk when games involve explaibponents of both skill and chance.

The results might also be viewed from the viewpoihAtkinson’s (1957) work on
“need for achievement.” The key idea here is thagn choosing between skill-related tasks
of different difficulty levels, people motivated &xhieve success as opposed to avoid failure
tend to select tasks that are intermediate inatiffy. In other words, there is some preference
for uncertainty in outcomes that is consistent witkferring outcomes based on skill and
chance as opposed to skill alone. Whereas we sugoour experimental participants are
more likely to be motivated by achieving succesmthvoiding failure, we did not explicitly
measure “need for achievement” and thus must lesstang this hypothesis to future work.

A problem with these two explanations is that tideynot account explicitly for the
differential increase in risk taking observed bytiggpants who scored low as opposed to
high on the test. Instead, we suspect that paatitgowith low scores on the criterion realized
that the introduction of an explicit chance elemeotild only improve their probability of
success and were thus willing to gamble more oerenf the competition. However, this
sensitivity did not lead to different behavior lretbig as opposed to small chance condition.
In other words, our data showed sensitivity toitfieoduction of chance but not to its lefel.
At the same time, it is puzzling why those who sdowell on the evaluation criterion didn’t
reduce their risk taking activity in the presen€etmance.

If we accept that our participants’ behavior is fudly rational, there are further ways
of explaining the behavior of the high scoring ggpants. One is a belief in the “law of small
numbers” (Tversky & Kahneman 1971) which impliesitthhe high scoring participants
didn’t anticipate much variation in outcomes froheit expected scores. This hypothesis

could be tested in future research by changingnidweire of the chance component. For

& Note, however, that whereas the baseline-luck esispn was made within subjects, our design ontynjieed
a between-subjects comparison between small anthitkg It will be useful, therefore, to extend alesign to
allow for within-subject comparisons in future work
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example, if instead of all participants’ rankingsirg perturbed, what would happen if only
the rankings of a limited subset of participantsogen at random) were affected? More
generally, there are many different ways in whiblrece could be introduced. For example,
k, the number of successful entrants, could vargoarly across trials.

Second, more entry in the presence of both skil ahance is consistent with
concerns about sustaining positive self-image wiested by skill-sensitive tasks (Larrick,
1999; Koszegi, 2006). In the case of failure, deanan be blamed for doing worse than
expected such that positive self-image is mainthine the case of success, self-image is
enhanced. Therefore, more entry should be obsewleeh skill together with chance
determines outcomes. In fact — and as noted abakie participants who earned less money
in our market entry game when both chance and dkilérmined their performance were
more likely to attribute the result to chance. Tit@sult is also consistent with the literature on
self-attribution bias (Miller & Ross, 1975).

Overall, our participants took too much risk aad,a result, their payoffs were lower
than could have been achieved by participatingilesise competition. In addition, although
there was evidence of some learning through regeexperience, this did not eliminate
excess entry. At the same time, our participaatsr®d to understand correctly that past
performance is less predictive of future perforneawtien chance plays a bigger role.

In our market entry game, confidence in own perémmoe, measured on both absolute
and relative levels, did not affect entry decision&/hat we observed resembled imperfect
self-selection into the game based on skill (iest performance). (For a theoretical model of
entry illustrating such self-selection, see Hogatlarelaia, 2009). In addition, men were
more confident than women in their performance @se Lenney, 1977; Barber & Odean
2001). And yet, men did not compete with other ipgorénts overall relatively more often

than women contrary to findings of Niederle and t¢dand (2007) that showed men entering
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a competitive tournament more than women for anyopmance level. Why might these
findings differ? First, although Niederle and Vekted also used a math test to measure
performance and confidence, their participants tdekisions in tournaments that differed
from our experimental task. Second, whereas dgtssn our experiment were made in semi-
private cubicles, Niederle and Vesterlund’'s pgptacits were involved in a more face-to-face
situation that could have had an impact. It is glgssible that in our (mostly undergraduate)
sample, women were, on average, used to perforacagemically as well as men and thus
did not take less risk in a task related to pertoroe.

Our investigation poses an intriguing puzzle. Oaspondents were remarkably
accurate at predicting the number of participantering each round (across all conditions).
At the same time, they only overplaced their ragkim average by one position. Why then
did they enter markets where the most likely gaas\8€ but the cost of being wrong was
10€? In both the baseline and chance conditi@retivas excess entry in that mean profits
were negative each round. There seemed to haveabpervasive overoptimism or “myopic
self-focus” (Moore et al., 2007) that was only maadly affected by learning. We suspect
that the fact that payoffs reflected relative skiintributed to some measure of illusion of
control (Langer, 1975). Further research shouldefloee investigate conditions of illusion of
control in market entry competitions. What levelsfeelings of skill are necessary for
participants to feel they have “control”?

In summary, we augmented the realism of the magkey paradigm by including an
explicit chance component in determining payoffd &ound that people take more risk when
both skill and chance, as opposed to skill aloeggrnine outcomes of their actions. Our data
support the explanation that for people who astdess own skill as low, greater uncertainty
induces more risk taking. Although not entirely tiomal,” the reason, we suggest, is not

unreasonable. People with low skill know they cdmaceed if outcomes only depend on
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skill. Chance is their only path to success etenigh, on average, by taking action most will
fail. On the other hand, people who assess théiras high still hope that this will ensure
good outcomes whatever the role of chance. In Aldga Pope’s famous words “Hope

springs eternal” but it also seems that it nedus) (¢thance to do so.
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Table 1. Summary of experimental procedure

Task 1
10 multiplication problems (0.50€ for each corraaswer)
"How many correct?"
"How many of the 14 others did better than you?"
Task 2

Market entry gan

1. Quiz to check understanding

2. First 6 rounds (no chance component)
For each rond:
a. Forecast number of entrants (0.50€ for accioa¢easts)
b. Decide to enter or r
c. Feedback: number of entrants and individual
3. Atfter first 6 round:

"How risky were the rounds?"

3. Second 6 rounds (chance component)
Foreach rounc

a. Forecast number of entrants (0.50€ for acctioateasts)
b. Decide to enter or r
c. Feedback: number of entrants and individual f
d. "How lucky in round?" & "How fair was payoff?"

5. After second 6 rounc
"How risky were the rounds?"
"How fair were rounds overall?"
"What role of luck in payoffs?"

Feedback on performance in Task 1 (multiplicat&st)t

Completion of Rotter's (1966)H-tes

Participants remunerated individually

Note: The procedure is shown for the expental condition for which there was no exp
chance condition in the first six rounds but thees in the second six rounds.
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Table 2: Logit models of entry

Model 1 Model la Model 2 Model 3
(Chance conditior])
Constant 0.81(0.56) -0.23(0.58) 0.28 (0.59) 2.85(1.63)
Chance (0/1) -0.450.30) -0.46(0.29) -0.48(0.30 )
Rank -0.22(0.04 ) *** [-0.16 (0.04 ) *** [-0.18 (0.05 ) *** |-0.28 ( 0.07 ) ***
Rank*Chance 0.08(0.03 ) ** 1 0.09 (0.03) ** 0.09 (0.03) **
Big chance (0/1) -0.1q 0.26 ) -0.01(0.23) -0.73(0.61) -0.02(0.23)
Rank*Big chance 0.08 (0.07)
Order (0/1) 0.31(0.26 ) 0.46 (0.23) 0.25(0.41) 0.58(0.26 ) *
Female (0/1) 0.57(0.27) 0.59(0.24)* 0.45 (0.30) 0.52(0.26)
IE score 0.06(0.03) 0.05(0.03) 0.05(0.04) 0.05( 0.03)
Forecasted number of entrants 0.02.03) 0.04 (0.03) 0.10(0.04) * 0.04 (0.03)
Entry in the previous round 1.080.23 ) *** 1.07 (0.23 ) ***
Payoff in the previous round 0.060.02 ) ** 0.05 (0.02 ) **
Confidence about rank 0.00 (0.04)
Confidence about score -0.03(0.11)
Score -0.27 (0.13 ) *
Indicator variables for Rounds 2{12 Included Included Included Included
Model x* 98.78 178.00 34.45 191.62
Number of observations 1440 1320 720 1320
Number of participants 120 120 120 120

Notes:

Population-averaged models were fitted. Standaa®rreported in parentheses, correct for

correlation across repeated observations on ingkksd *** p<0.001; ** p<0.01; * p<0.05.
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Table 3: Predicted change in the probability ofyerResults from logit models

Model 1 Model 2 (Chance condition)
high-skill low-skill high-skill low-skKill
Chance (0/1) -0.03 0.04 ) 0.13( 0.04 ) ***
Rank -0.06( 0.02 ) *** | 0.00 ( 0.02 ) -0.05( 0.02 )** ] 0.00 ( 0.02 )
Big chance (0/1) -0.04 0.07 ) 0.01( 0.08 ) -0.02( 0.08 ) 0.05( 0.09 )
Order (0/1) 0.08( 0.07 ) 0.07 ( 0.08 ) 0.13( 0.11 ) 0.03( 0.14 )
Female (0/1) 0.08( 0.07 ) 0.12( 0.08 ) -0.01( 0.08 ) 0.17( 0.10 )
IE score 0.00( 0.01 ) 0.02( 0.01) 0.01( 0.01) 0.01( 0.01)
Forecasted number of entrants 0.00.01 ) * 0.02 ( 0.01) 0.01(0.01) 0.03(0.02 )*
Indivator variables for Rounds 2412  Included Included Included Included
Model x° 92.82 81.56 24.52 24.89
Mean predicted probability 0.80 0.49 0.77 0.55
Number of observations 684 756 342 378
Number of participants 57 63 57 63

Notes: High-skill individuals are ranked 7 or betteow-skill individuals are ranked 8 or worse. Rtgiion-averaged models were fitted.

Standard errors, reported in parentheses, cowecbfrelation across repeated observations omithdils. *** p<0.001; ** p<0.01; * p<0.05.
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Table 4: Confidence about performance in the test

Men Women Total
n Mean n Mean n Mean
confidence confidence confidence
Score
overconfident 30 1.8 28 1.7 58 1.8
underconfident 9 -1.0 10 -1.5 19 -1.3
well-calibrated 18 25 43
Total 57 0.8 63 0.5 120 0.7
Rank
overconfident 40 4.8 30 4.1 70 45
underconfident 12 -2.2 27 -3.7 39 -3.3
well-calibrated 5 6 11
Total 57 2.9 63 0.3 120 1.6
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Figure 1: Effects of chance on relative rankings
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Figure 2: Histogram of group payoffs
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Figure 3: Predicted probability of entry: Resuttsm logit models

Predicted probabiliy of entry

Note: The coefficients of the models are presemdables 2 (Model 1) and A2.

All participants, n=120 Women, n=63

Men, n=57

0 5 10 15 0 5 10 15 0 5 10 15
Rank
Baseline —-4-— Chance‘
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Entrants

8 9 1011 12 13 14

Figure 4: Entry by session and round

Session 1 Session 2 Session 3 Session 4

Baseline : Chance Chance i Baseline Baseline i Chance Chance i Baseline
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Session 5 Session 6 Session 7 Session 8

Baseline Big chance Baseline Big chance Big chance Baseline Big chance Baseline

—— N umber of entrants

Mixed-strategy equilibrium: 7.9 entrants

n = 15 participants in each session.
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Figure 5: Confidence about performance in the test

Confidence about score (mean)
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Actual score

Confidence about rank (mean)

Actual rank

Note: Confidence about score (upper panel) = estitchscore — actual score
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Appendix A: Equilibrium entry predictions.

Assuming risk neutrality and no private informatiabout the probability of success
on entry, there are multiple pure-strategy Nashliegia with seven players (47%) entering a
market that has a capacity of five. At equilibriuparticipants do not expect to receive a
larger payoff by changing their strategy, i.e.,dntering if the decision was to stay out and
staying out if the decision was to enter. In oumga when there are fewer than seven
entrants, a participant who stayed out could haeeived a positive payoff by entering, and
with more than seven entrants, a participant whered could have avoided an expected loss

by staying out. In particular, the expected payaf each of seven entrants is

g%+%(—10€): 071€. If there are eight entrants, the individual expdcpayoff is
:2?: :( 10€)=-063€. Expected payoffs for all numbers of entrants @etailed in

Table Al (lower panel, first column).

Provided that players cannot coordinate, thera isixed-strategy equilibrium in
which each risk-neutral player (without privatearrhation about the probability of success
on entry) enters with a probabilipy The value op is found by equating the expected payoff

of entry and the payoff of staying out (see alsopdport et al., 1998):

i(lESjpE(l ) 25€ i( j E1- )155[;%+(1_§j(_10€)}:0. In this game,

=1
each player enters with probabilipyof 53%. That is, 7.9 players (out of 15) will enten
average each round (Table Al, lower panel, firkiron).

If all players know their relative performancetbe test, then clearly only the top five
players (33% of all potential entrants) will entddowever, if players have imperfect
information about their test performance, it istinstive to speculate how they might take

account of competitors when assessing relativeopeence. Considerable evidence suggests
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that people tend focus on themselves and neglbetxtthereby adopting a so-called “inside
view” (Kahneman & Lovallo, 1993; Camerer & Lovallb999; Kruger 1999; Moore, Oesch,

& Zietsma, 2007). Thus, imperfect information abdéest performance could imply biased

subjective estimates of probabilities of succedsor example, assume that this bias is
captured by a parameter(-1>a >1) that adjusts the probability of success onyentthen, a

player's (biased) expected payoff of entry whenrdheare E entrants £ > 5) is

(1+ a)%?+(l—(l+ a)gj(—loe). Table Al provides equilibrium results far # 0. For

example, ifa = 0.2, pure-strategy Nash equilibria occur wheremiayers (60%) enter the
market, and ifa = - 0.2, six players (40%) enter. In terms of miedictegies, itx = 0.2, the

equilibrium probability of entry is 62% (9.3 entta)) and ifa = - 0.2, it is 46% (6.9 entrants).
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Table Al: Equilibrium analysis.

PURE-STRATEGY EQUILIBRIUM

Expected payoff, €
alpha*
Number of entrants 0 -0.4 -0.2 0.2 0.4
1| 25.00 25.00 25.00 25.00 25.0¢
2| 1250 12.50 12.50 12.50 12.50
3] 8.33 8.33 8.33 8.33 8.33
4 6.25 6.25 6.25 6.25 6.25
5| 5.00 5.00 5.00 5.00 5.00
6| 2.50 -2.50 0.00 5.00 7.50
71 0.71 -3.57 -1.43 2.86 5.00
8| -0.63 -4.38 -2.50 1.25 3.13
9| -1.67 -5.00 -3.33 0.00 1.67
100 -2.50 -5.50 -4.00 -1.00 0.50
11y -3.18 -5.91 -4.55 -1.82 -0.45
12| -3.75 -6.25 -5.00 -2.50 -1.25
13 -4.23 -6.54 -5.38 -3.08 -1.92
14 -4.64 -6.79 -5.71 -3.57 -2.50
15( -5.00 -7.00 -6.00 -4.00 -3.00
MIXED-STRATEGY EQUILIBRIUM
Expected payoff, €
alpha
Number of entrants 0 -0.4 -0.2 0.2 0.4
1} 0.01 0.09 0.03 0.00 0.00
2| 0.02 0.22 0.10 0.00 0.00
3| 0.07 0.45 0.23 0.01 0.00
4 0.17 0.71 0.44 0.03 0.00
5 0.33 0.88 0.66 0.08 0.01
6| 0.31 -0.51 0.00 0.22 0.06
71 0.13 -0.66 -0.29 0.27 0.12
8| -0.13 -0.57 -0.43 0.20 0.20
9] -0.30 -0.36 -0.38 0.00 0.21
100 -0.30 -0.17 -0.23 -0.20 0.10
1 -0.19 -0.06 -0.10 -0.28 -0.10
12| -0.09 -0.01 -0.03 -0.21 -0.24
13 -0.03 0.00 -0.01 -0.10 -0.22
14 0.00 0.00 0.00 -0.03 -0.11
15 0.00 0.00 0.00 0.00 -0.02
sum  0.00 0.00 0.00 0.00 0.00
Probability ofentry| 053 | |  0.41 ] 0.46 | 0.62] 0.72]
Number of entrants 7.9 6.2 6.9 9.3 10.8
Group profit*, € -4.4 13.1 6.2 -18.5 -33.0

Notes:

* alpha is an adjustment coefficient of the subyecprobability of success on entry.
**=25€ if 5 or fewer enter; 25€ -10€*(E-5) if E>hter.

41



Table A2: Logistic models of entry, by gender

Model 1
Men Women
Constant 1.6X0.96) 1.31( 0.78)
Chance (0/1) -0.100.37) -0.74( 0.42)
Rank -0.26( 0.05 ) *** 1 -0.19 ( 0.05 ) ***
Rank*Chance 0.0%0.04) 0.10( 0.04 ) **
Big chance (0/1) 0.240.33) -0.63( 0.39)
Order (0/1) 0.090.34) 0.61( 0.38)
IE score 0.040.04) 0.04( 0.05)
Forecasted number of entrants 0(1mo4 ) * 0.02( 0.03)
Indicator variables for Rounds 2-12 Included Included
Model x* 75.1 39.5
Number of observations 684 756
Number of participants 57 63

Notes:
Population-averaged models were fitted. Standaadreported in parentheses, correct for

correlation across repeated observations on inaisd *** p<0.001; ** p<0.01; * p<0.05.
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